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	Configurable Scheduling Policies

Configurable means different scheduling algorithms included in the system and those algorithms can be applied to subsets of the cluster.


	 YES 
multiple configurable scheduling policies, such as backfill, pre-emption hierarchical fairshare, SLA, License Scheduling/Preemption
	YES 
Static Priority, FCFS, Round robin, User Priority



	Reliability

Reliability first means do not lose jobs once submitted.  It also means the system should not die under normal workload – and stressed workload.
	YES 
LSF will not lose a job once submitted to the system.  Thousands of jobs can be submitted with no jobs lost.
	YES 
Lava will not lose a job once submitted to the system.  

	Fault Tolerance/Failover

The mechanism to failover the ‘master’ batch host in the system to another host and fail back when the master has recovered.
	YES 
As long as one host in the LSF cluster is operational the system is up. (Multi-Level Failover) 
	YES 
One level of failover provides backup in case of master failover.

(not enabled in a Rocks Cluster)

	Scalability

Scalability is in several dimensions:

Number of physical hosts in the system.

Number of cpus managed by the system

Number of users with work in the system

Number of jobs running and pending in the system.
	YES 
Scalability beyond 2000 nodes

100,000 active jobs/day through the system.  1,000 users or more   Multi-cluster provides scalability to 10,000 nodes (or more)
	YES 
Scalability to 512 nodes

5,000 active jobs in the system.   Hundreds of users. Thousands of Jobs per day.

	Upgrade Path

When upgrading from the current version of the software is it possible to upgrade to a different workload manager?
	YES 
LSF is upgradeable to Platform LSF/HPC and also upgradeable to new versions of LSF
	YES
 Lava is upgradeable to LSF, Lava or LSF/HPC.

	Grid Upgrade Path

If a Grid system (based on Globus or other tools) is deployed, can the workload manager integrate with the Grid?
	YES 
Platform LSF is upgradeable with Platform Multi-Cluster and interoperates with GT3, GT4 (Globus Toolkit 3,4) 
	YES 
Platform LAVA is upgradeable to LSF with MC Lava can be combined into a GT3, GT4 Grid 

	Documentation

Is there written documentation?
	YES 
Comprehensive User, Admin and Reference Documentation in PDF format
	YES Comprehensive Documentation in PDF format. (when customer registers)

	Job Limits Supported

Job limits can be limits defined by the batch system, LINUX limits (process, thread limits), complex limits (a combination of simple limits)
	YES
	YES
Most of the job limits supported by LSF

	Extensible Resource Mechanism

Sometimes called an ‘attribute’ resource mechanism.  Attributes and Resources represent the ‘real’ resources in the cluster and are used by the scheduler to determine where jobs should run.
	YES
	YES
same as LSF

	Plug-in Scheduler

A scheduler API which consists of ‘hooks’ into the scheduling main loop and allows customers (or vendors) to modify the scheduling decisions of the scheduler.  Creating a new scheduler is not a ‘plug-in’ api since it replaces the scheduler.
	YES 
LSF plug-in scheduler allows for multiple simultaneous policies
	PARTIAL

Simple scheduler provided, Customer can create their own plug-ins.

	Example Scheduler Code

Writing a scheduler is not trivial – so examples help.
	YES – LSF default scheduler provided
	YES 

Example Code given on demand


	Advance Reservation

A feature that allows administrators (or optionally users) to request a ‘block’ of resources for a particular time in the future.  A good analogy is an Airline Reservation.
	YES
	NO


	Backfill

A scheduling algorithm that allows smaller jobs to ‘backfill’ behind larger parallel jobs since the parallel job is waiting to accumulate all hosts.
	YES
	NO

	Preemption

A scheduling algorithm that allows higher priority work to pre-empt lower priority work.  Usually has configuration options for determining what is high and low priority.
	YES
	NO


	Fairshare, Hierarchical Fairshare

Fairshare is a scheduling algorithm where each person or group running work on the cluster is given a percentage (or share) of the whole cluster resources.  The algorithm dynamically balances priority to ensure ‘fairness’.  Hierarchical Fairshare does this at multiple levels.
	YES
	NO


	FCFS

Simple scheduling algorithm where the first job in the queue is the first one to run (usually the default for all schedulers)


	YES
	YES
Same as LSF

	Quality of Service Level Scheduling

A type of scheduling based on calculating a ‘quality of service’ number .  Jobs or users with a higher number get a higher priority in the system.  It is a dynamic algorithm where ‘service quality’ is updated each scheduling cycle.
	YES
	NO 

	User defined priority

Provides users with the ability to change the priority of their jobs pending in the system.  Administrators can change priority of any job in the system.
	YES
	YES

	Dynamic Consumable Resources.

Resources such as software licensees are ‘consumable’ and they are dynamic in that as they are consumed there are less.  The system needs to be able to track and manage such resources.
	YES
	YES
Same as LSF

	Easy Administration

Is the system easy to administer overall?  Is the configuration and management easy?
	YES 
	YES

	Suspend/Resume Jobs

The workload management system must provide a mechanism to suspend, resume and kill jobs – the actions performed must be configurable (i.e. what signals to send when a job is killed.)
	YES
	YES
Same as LSF

	User Checkpointing Library

Applications when linked to a user level checkpoint library can be checkpointed in the workload management system (note: there are many limitations with user level checkpoint libraries.)
	YES
library provided in the distribution.  Also works with Condor Libraries
	NO

	Application Level Checkpointing

The batch system needs a mechanism to deliver messages or signals to an application so that the application can checkpoint itself.
	YES
supported with the extensible checkpoint mechanism.
	YES

	Job re-run

If a job cannot successfully run on a particular compute node the system must automatically reschedule the job to another node.


	YES
	YES
just like LSF

	Kerberos 5 support
	YES
	YES

	Multiple Scheduling Policies Simultaneously

Some workload management systems can combine scheduling algorithms simultaneously on the same set of users and jobs, for example:  backfill and pre-emption.
	YES
LSF is unique in that multiple scheduling policies can be enforced on the same set of pending jobs.
	Partial – Customers can create their own schedulers 

	Parallel Job Scheduling

Scheduling a parallel job is different than a serial job since typically parallel tasks in a parallel job prefer to be ‘close’ together.
	YES
min and max cpu specification supported 
	YES

	Run and Dispatch Windows

A mechanism to control the work in the queues.  Run windows control jobs running in the system and dispatch windows control jobs pending in the system.  These time windows allow Administrators control over the system.
	YES
	 YES 
specify run (when jobs are allowed to run) and dispatch (when jobs are dispatched to hosts) windows at the queue and individual host level (gives you fine control over the hosts )

	General Allocation Limits

Simple limits such as number of cpus for a job can be combined with other limits to form complex limits – that is what is meant by General Allocation Limits.  For example every user has a limit of 20 cpus in the system but also a limit of 5 hosts – so they can use on the system a maximum of 20 cpus across 5 hosts (or less) 
	YES
general Allocation limits allows complex ‘OR’ and ‘AND’ operations to achive a fine control of Limits
	NO
Complex limits are used only in large clusters with difficult problems.

	Host Groups

Host groups provides an easier way of managing large sets of machines in a big cluster – limits and resources can be applied to the whole group.
	YES
execution hosts can be grouped together.
	NO 

	Host limits, user limits, group limits, UNIX limits, 

Limits in the batch system are fundamental since many users are sharing a finite cluster resource.  
	YES
	PARTIAL
Platform Lava Does not provide group and user limits.

	User Groups

A lot like Host Groups, User groups are ways of managing large sets of users.


	YES
	NO

	Time Based Configuration

A feature that allows the configuration of the system to change depending on times of day and days of week.


	YES
	YES

	Dynamic Node membership/configuration

Can new hosts join the cluster automatically and can hosts leave the cluster automatically.
	YES
nodes can join and leave the cluster dynamically (without reconfiguring LSF)
	YES
nodes can join and leave the cluster dynamically without configuring

(based on LSF 6.1 code)

	Inter Job message passing

A useful tool if a user has several steps in multiple jobs and jobs need to share some data or information between each other.  The batch system saves the data and allows other jobs to use it.
	YES
‘bpost’ and ‘bread’ are used to send messages between jobs
	NO 

	Complete Job History

Some systems provide a minimal job history report.  More mature systems provide a detailed job history report and thus can be used in resource accounting and overall chargeback usage.
	YES
LSF provides a complete job record from submission through every state transistion of the job.
	YES
Lava provides a complete job record from submission through every state transistion of the job

	Interactive Jobs

Some workload management systems provide an ‘interactive batch’ mechanism that does not rely on xterms, to work and provides remote tty functionality while giving the administrator complete control over the job because it is scheduled in the batch system.
	YES
full interactive job support which includes creating a pty so that applications like EMACS and VI work properly.

All standard terminal line discipline control works.
	YES interactive job support which includes creating a pty so that applications like EMACS and VI work properly.

All standard terminal line discipline control works.

	Job Array Jobs

Job array is a ‘parametric’ or ‘data parallel’ job.  It is simply the same binary (executable) run many times with different input files resulting in many different output files (some people call it trivial parallelism.)
	YES
Job arrays can handle a single job with thousands of components i.e. it is a data parallel job.

Job control, viewing of jobs can be done as the whole array or individual elements in the array.  Performance enhancements allow for thousands of Job Arrays.
	NO

	Job Dependency

Does the system support simple job dependency so that future jobs can depend on the result of previously run jobs.  Useful in many situations.
	YES 

dependency on multiple conditions 


	YES 
dependency on multiple conditions 

But no Job Array Dependancy



	Job Migration

Can the system automatically migrate a job to another ‘least loaded’ host if the system that the job is currently running on is to loaded or has reached a specified limit.


	YES
	YES
will automatically migrate jobs that are suspended for a configurable amount of time.

	Extended Exit Accounting Messages.

Put simply does the system tell you why your job failed? In English not a cryptic code.
	YES
	YES

	Full parallel job control 

Can the system send signals to all tasks in a parallel job and can it collect resource information (runtime and at job completion) for the whole job.
	YES
with LSF/HPC you can suspend and resume a whole parallel job across multiple machines 
	NO
you need to upgrade to LSF/HPC for this feature.

	Full Parallel job Accounting

Does the system track resource usage (cpu and memory at a minimum) for all tasks in a parallel job and report that in an accounting file – for future chargeback and/or analysis?
	YES
tracks usage of all parallel tasks including tasks started by LSF.  Multiple ‘mpirun’ launchers can be placed in a single jobfile and the accounting is accumulated for the entire run.
	NO
you need to upgrade to LSF/HPC for this feature.

	Topology Based Scheduling

When running parallel jobs does the system take advantage of unique properties of the hardware to ensure the best allocation of processors for the parallel job? For example if a machine is multi-cpu and is a NUMA machine will the scheduler spread the job across hosts or will it recognize that running the job on one NUMA machine is the best way to schedule.
	YES
some LSF/HPC versions take advantage of the unique properties of a high performance interconnect like Quadrics Elan 
	NO
you need to upgrade to LSF/HPC for this feature.

	License Aware Scheduling

Is the system aware of commercial licenses for software and can it schedule those licenses to be available when a job is allocated to compute resources?.  Can the system guarantee utilization levels for commercial licenses?
	YES
LSF can easily track and schedule licenses (usually flexlm licenses) so that they are available when a job executes.
	NO
you need to upgrade to LSF for this feature.

	General Resource Reservation

Can the system automatically reserve critical resources such as Memory for the lifetime of a job even if the job has not used all of the memory when it first starts?
	YES
LSF can automatically reserve a valuable resource such as MEMORY so that it is available for the entire run of a job.
	NO


	Job Groups

Can containers – job groups be created and multiple jobs managed, controlled and scheduled as Job Groups.
	YES
similar to the concept of Job Arrays but more flexible in that a job group is a container into which jobs are placed.  Job Groups are managed as if they were single job entities
	NO
you need to upgrade to LSF for this feature.

	Run Time Resource Collection 

Can the system collect PID, PPID, swap, mem, cpu for all processes/threads in a job while the job is running on the system?  Not just when the job is finished.
	YES
LSF has a separate daemon service that does not rely on the Operating System for collecting PIDS, PPIDS, Cputime, Memory and Virtual memory for an entire job.
	Partial
Some runtime resource collection but not as much as LSF.

	Web GUI

Does the system have a configurable and ‘open’ by open we mean the source for the GUI is available – GUI interface.
	YES
Web GUI provided.  It is also customizable for any customer or vendor.
	NO
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