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Special Installation Tips

Preparing hosts to use the new 10 GB default root partition size (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.1 and newer versions
The default root partition size for both front end and compute nodes has been increased from the SDSC Toolkit default of 6 GB to 10 GB for Platform Rocks 3.3.0-1.1 and newer versions.

Front end node

Users who have Platform Rocks 3.2.0-1 or older installed on their front end node and who plan to upgrade their front end to Platform Rocks 3.3.0-1.1 or newer versions will not see the root partition size increase to 10 GB when they upgrade (They have the option of modifying the size of the root partition using Disk Druid, but this will effect existing partitions on the system disk and prevent a successful upgrade). 

A fresh installation must be done to take advantage of the new 10 GB root partition size.

Compute node

In order to ensure that a compute node is installed with the new 10 GB root partition, the /.rocks-release file must be removed from each compute node before starting the installation. To remove the file from all compute nodes, execute the following command as the super-user:


cluster-fork ‘rm -f /.rocks-release’ 
Installation instructions for a RAID protected front end node (DELL)

Applies to: Platform Rocks 3.2.0-1

If the user tries to install Platform Rocks on a RAID protected PowerEdge 1850 front end node with PERC 4e/Si RAID controller, the following message may be displayed:

“No hard drives have been found. You probably need to manually choose device drivers for installation to succeed. Would you like to select drivers now?”

To prevent this failure, the user needs to perform the installation with a driver disk. Follow these instructions to create the driver disk and perform the installation with the disk:

1. Create a Megaraid2 driver disk.

2. Install with a Megaraid2 driver disk.

Create a Megaraid2 driver disk 

To create your driver disk: 

3. Download the megaraid2 drivers from the Platform Rocks FTP site. Refer to the login instructions the user received for downloading your Platform Rocks software. 

4. Insert a blank floppy disk into the floppy disk drive. 

5. Based on the architecture of the user’s front end node, execute one of the following commands to create the driver disk: 

· x86: dd if=megaraid2-v2.10.7-x86-dd-img  of=/dev/fd0

· EM64T: dd if=megaraid2-v2.10.7-kernel2.4.21-15.EL-dd.img  of=/dev/fd0

Install with the driver disk 

The only difference between this installation and a regular SDSC Toolkit installation is that the user uses a special front end command when they install from the Platform Rocks Base CD. 

6. Reboot the node to begin the Platform Rocks installation. 

The NPACI SDSC Toolkit logo will appear and prompt the user to perform a front end install. Type:

frontend dd

and press Enter.

7. When prompted, insert the driver disk into the floppy disk drive. 

The Platform Rocks installer loads the driver disk. 

8. When prompted for another driver disk, press Tab to select No and press Enter. 

9. Continue with the installation according to the instructions in the NPACI SDSC Toolkit documentation at the SDSC Toolkit website. 

Installing an rsh server (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Warning: rsh has known security flaws. Our suggestion is to use ssh in place of rsh and other related tools such as rlogin and rexec.

If the user wants to install remote shell services (rsh, rlogin, rexec) on their compute nodes, the rsh server rpm must be merged with the Platform Rocks distribution software on the front end node before the compute nodes are installed.

In the following steps, replace <arch> with the architecture of your distribution: i386 or x86_64 
1. Log in to the front end node as root. 
2. Copy the rsh server file to your front end node.  

The filename and location of the rsh server rpm is listed below for each version of Platform Rocks (where <arch> is i386 or x86_64).

	Platform Rocks Version
	Rsh-server rpm filename
	Rsh-Server rpm location

	3.3.0-1.1
	rsh-server-0.17-17.<arch>.rpm
	Base CD 3 (x86)

Base CD 2 (x86_64)

	3.3.0-1.2
	rsh-server-0.17-17.6.<arch>.rpm
	Base CD 3 (x86/x86_64)

	4.0.0-1.1
	rsh-server-0.17-25.3.<arch>.rpm
	OS Roll CD 3 (x86)

OS Roll CD 2 (x86_64)

	4.0.0-2.1
	rsh-server-0.17-25.3.<arch>.rpm
	OS Roll CD 3

	4.1.1-1.0
	rsh-server-0.17-25.3.<arch>.rpm
	Base DVD


3. Install the rsh server by running the following command: 
# rpm -ivh rsh-server-<version>.<arch>.rpm

4. Add the package for rsh with xinetd to the compute nodes: 
a. Copy the rsh-server-<version>.<arch>.rpm file to the following directory: 

For Platform Rocks 4.x.x:
/home/install/contrib/{Rocks Version}/{arch}/RPMS/

For Platform Rocks 3.3.0-1.x:

/home/install/contrib/enterprise/3/public/i386/RPMS

b. Navigate and copy to the appropriate xml file for the type of compute nodes (Appliance Type) you are installing: 

For Platform Rocks 4.x.x:

# cd /home/install/site-profiles/{Rocks Version}/nodes/

For Platform Rocks 3.3.0-1.x:

# cd /home/install/site-profiles/3.3.0/nodes/

For compute, run the following command: 
# cp skeleton.xml extend-compute.xml

c. Add the package by adding the following lines to the extend-compute.xml file: 

<package>rsh-server</package>

<package>xinetd</package>

d. Build a new Platform Rocks distribution to distribute the rsh server to the compute nodes: 

# cd /home/install

# rocks-dist dist

5. Re-install the compute nodes (Appliance Type) according to the instructions in the NPACI Rocks documentation 

6. Enable the rsh server on the front end node and compute nodes: 
a. Run the following commands: 
# /sbin/chkconfig rsh on

# /sbin/chkconfig rlogin on

# /sbin/chkconfig rexec on

b. Add the following lines to the /etc/securetty file: 
rsh

rlogin

c. Edit /etc/pam.d/rsh: 
Set pam_rhosts_auth.so as follows: 
auth required pam_rhosts_auth.so promiscuous

d. Edit /etc/pam.d/rlogin: 
Set pam_rhosts_auth.so as follows: 
auth sufficient pam_rhosts_auth.so promiscuous
e. To enable logins from other remote hosts, add the trusted host names to the $HOME/.rhosts file. For example: 
hostname_1

hostname_2

...

hostname_n

f. Restart xinetd as follows: 
service xinetd restart

Use cluster-fork to run commands across the nodes in your cluster. 
Installing an rsh server on IA64 (SGI)

Applies to: Platform Rocks 4.0.0-1.1

Refer to the “Installing an rsh server” section for instructions. The name of the rsh-server RPM is rsh-server-0.17-25.3.ia64.rpm. It is located in the os/4.0.0/ia64/RedHat/RPMS directory on the base DVD.

Console redirection (DELL)

Applies to: All versions of Platform Rocks

For Platform Rocks 3.3.0-1.1 and older versions:

You can configure Platform Rocks to allow OS-level console redirection on Dell® PowerEdge 1850, SC 1425, and 1855 systems. 

To configure console redirection, enable the serial device ttyS0 is in the /etc/inittab file by adding the following line:

co:2345:respawn:/sbin/agetty -h -L 19200 ttyS0 ansi

If you also wish to enable root access for console redirection, add the following line to the /etc/securetty file:

ttyS0

Note: Console redirection must be enabled in the BIOS of your server. Refer to your server documentation for details.

For Platform Rocks 3.3.0-1.2 and 4.x.x-x.x:

Platform Rocks now includes scripts that enable configuration of compute nodes for console redirection at installation. These scripts help configure the BMC, BIOS, /etc/inittab and /etc/grub.conf. They reside on the front end and do not run by default. These scripts must be added to the post-install section before installing any compute nodes. For more information on how to use these scripts, refer to the Readme for Dell Roll inside the Dell Roll. 
Detach Fibre Channel storage during front end installation (DELL)

Applies to: Platform Rocks 3.3.0-1.2 and older versions
If a front end node has a Fibre Channel storage device attached (via a Qlogic card), the storage device should be detached during the installation of Platform Rocks. Otherwise, the user risks installing Platform Rock™ on the storage device and destroying its current contents. 

To ensure that the operating system gets installed on the internal hard drives, detach the storage device during installation.

Installation instructions for a PowerEdge 1850, 2850, 1950, or 2950 with RAID controller (DELL)

Applies to: All versions of Platform Rocks
If Platform Rocks is installed on a PowerEdge 1850, 2850, 1950, or 2950 with externally attached storage connected to a PERC 4e/DC or PERC 5E RAID controller, the base operating system and Platform Rocks software will be installed on the external storage if the BIOS of the external RAID controller is enabled. This applies to both front end and compute nodes.

Disabling the BIOS on the external RAID controller will indicate that the external storage is not bootable, allowing the installation of the operating systems and Platform Rocks software on the internal hard drives.

If the PowerEdge server also has a PERC 4e/Si, PERC 4e/Di, or PERC 5i internal RAID controller installed, the BIOS on that RAID controller must be enabled before installing Platform Rocks. If it is not enabled, the operating system and Platform Rocks software will be installed on the externally attached storage and the internal RAID controller marked as bootable.

To change the PERC4 RAID controller BIOS setting

Before installing Platform Rocks, complete the following steps: 

1. Use Ctrl+M during startup to run the PERC configuration utility. 

2. From the main menu, select Objects. 

3. Select Adapter. 

4. Select the controller you want to configure: PERC 4e/Si, PERC 4e/Di, or PERC 4e/DC controller. 

5. Enable or disable the BIOS depending on the controller you want to configure:

· For the PERC 4e/DC, disable the BIOS:

Select Disable BIOS and Yes.

If the field reads Enable BIOS, the BIOS is already disabled.

· For the PERC 4e/Si or PERC 4e/Di, enable the BIOS:

Select Enable BIOS to Yes.

If the field reads Disable BIOS, the BIOS is already enabled.

6. Use Esc to exit the menus and restart the server. 
To change the PERC5 RAID controller BIOS setting

Before installing Platform Rocks, complete the following steps:

1. Use Ctrl+R during startup to run the PERC configuration utility when you see the following message:

Press <Ctrl><R> to Run Configuration Utility

If you have PERC 5/i and PERC 5/E adapters at the same time, the controller utility displays a menu for you to select the card you want to configure. If you have only one of these adapters, the configuration utility skips this step and displays the configuration screen for the adapter you have.

2. Enable or disable the BIOS depending on the controller you want to configure:

For the PERC 5/i, enable the BIOS:
i. If you also have a PERC 5/E Adapter card, select the PERC 5/i Adapter.

ii. Press Ctrl-P to go to the Ctrl-Mgmt tab.

iii. Ensure that Enable controller BIOS is checked

iv. If you also have a PERC 5/E Adapter card, press F12 and switch to the PERC 5/E Adapter screen.

For the PERC 5/E, disable the BIOS:

i. If you also have a PERC 5/E Adapter card, select the PERC 5/i Adapter.

ii. Press Ctrl-P to go to the Ctrl-Mgmt tab.

iii. Ensure that Enable controller BIOS is not checked so that the OS will not be installed on the external storage.

3. Use Esc to exit the menus and restart the server.

Do not install Lava and LSF HPC rolls in same cluster (LAVA)

Applies to: All versions of Platform Rocks

You cannot install both the Lava and LSF HPC rolls in the same cluster. One batch system will override the other and might confuse the user. Our recommendation is to install either one or the other, but not both.
Changing the default partition size for IA64 cluster (SGI)
Applies to: Platform Rocks 4.0.0-1.1
The default root partition size for both front end and compute nodes is currently 10 GB for root, and 1 GB for swap with the remainder of the disk mounted as /state/partition1.  

Should the user wish to increase the size of the root or swap space partition on the front end, this must be done at install time by selecting manual partitioning. The user should then create the following partitions:

/boot/efi         type vfat, of minimum size 0.5GB

/                 type ext2, ext3 of a minimum of 10GB

swap              type linux swap of more than the RAM size

/state/partition1 of type ext3

As illustrated by the screen shot:

Platform Rocks v4.0.0-1.1 (Whitney) -- www.platform.com                         

   +----------------------------+ Partitioning +----------------------------+   

   |                                                                        |   

   |      Device        Start   End    Size       Type     Mount Point      |   

   | /dev/sda                                                             # |   

   |   sda1                 1     66     512M  vfat        /boot/efi      # |   

   |   sda2                66   2154   16382M  ext3        /              # |   

   |   sda3              2154   3199    8196M  swap                       # |   

   |   sda4              3199  10012   53443M  ext3        /state/parti   # |   

   |                                                                      # |   

   |                                                                      # |   

   |                                                                      # |   

   |                                                                      # |   

   |                                                                      # |   

   |                                                                        |   

   |    +-----+   +------+   +--------+   +------+   +----+   +------+      |   

   |    | New |   | Edit |   | Delete |   | RAID |   | OK |   | Back |      |   

   |    +-----+   +------+   +--------+   +------+   +----+   +------+      |   

   |                                                                        |   

   |                                                                        |   

   +------------------------------------------------------------------------+   

    F1-Help     F2-New      F3-Edit   F4-Delete    F5-Reset    F12-OK  

Users wishing to change the size of the root or swap space for compute nodes should see section 5.4.2 of the SDSC Toolkit User Guide, or follow the instructions below.
Create the extend-auto-partition.xml file:

# cd /home/install/site-profiles/4.0.0/nodes/

# cp skeleton.xml extend-auto-partition.xml
Edit the extend-auto-partition.xml file and insert the following above the <main> section:

<var name="Kickstart_PartsizeRoot" val="16382"/>

<var name="Kickstart_PartsizeSwap" val="8196"/>
This will change the root partition to 16 GB, and swap to 8 GB. The distribution must be rebuilt for this change to take effect. To do this run: 

# cd /home/install

# rocks-dist dist
The compute notes can now be re-installed with the new partitioning scheme. The following can be used to re-install all compute nodes:

# ssh-add

# cluster-fork 'rm /.rocks-release'
# cluster-fork '/boot/kickstart/cluster-kickstart'
Installation and Upgrading Precautions

Using Disk Druid to manually partition a disk with a Dell®Utility partition (DELL)

Applies to: All versions of Platform Rocks

If you use Disk Druid to manually partition your front end node's hard disk, make sure you preserve the Dell® Utility partition. 

There are two scenarios where you might need to use Disk Druid:

1. When installing a new front end node, you are prompted for a disk partitioning method during the Disk Partitioning Setup screen of your Platform Rocks installation. Most users will select Autopartition to use the default partitioning scheme. Users who want to specify the layout of the system disk can select Disk Druid. 

2. When upgrading an existing front end node, the user is forced to select Disk Druid to manually configure the partitions on the system disk (see the “Using Disk Druid when upgrading a front end node” section below for more details).

After the Disk Druid option is selected, a partition table is displayed. 

Notes: The Dell® Utility partition is typically the first partition on the system disk, and is usually 32 MB. Make sure the user does not delete it.

Using Disk Druid to manually partition a disk with an SGI Diagnostic  partition (SGI)

Applies to: Platform Rocks 4.0.0-1.1

If you use Disk Druid to manually partition your front end node's hard disk, make sure you preserve the SGI diagnostic partition (/boot/efi). 

There are two scenarios where you might need to use Disk Druid:

1. When installing a new front end node, you are prompted for a disk partitioning method during the Disk Partitioning Setup screen of your Platform Rocks installation. Most users will select Autopartition to use the default partitioning scheme. Users who want to specify the layout of the system disk can select Disk Druid. 

2. When upgrading an existing front end node, the user is forced to select Disk Druid to manually configure the partitions on the system disk (see the “Using Disk Druid when upgrading a front end node” section below for more details).

After the Disk Druid option is selected, a partition table is displayed. 

Notes: The diagnostic partition is typically the first partition on the system disk, and is usually 
512 MB. Make sure the user does not delete it.

Using Disk Druid when upgrading a front end node (SDSC Toolkit)
Applies to: All versions of Platform Rocks

When upgrading an existing front end node, the user is forced to select Disk Druid to manually configure the partitions on the system disk. To ensure a successful upgrade, the following must be done in Disk Druid:

For Platform Rocks 3.3.0-1.2 and older versions:

1. Specify “/” as the mount-point for the root partition (typically /dev/sda1) and choose to have it reformatted.

2. Specify “/export” as the mount-point for the export partition (typically /dev/sda3). Do not reformat this partition.

For Platform Rocks 4.0.0-1.1 and newer versions:

1. Specify “/” as the mount-point for the root partition (typically /dev/sda1 on systems without a utility partition) and choose to have it reformatted.

2. Specify “/state/partition1” as the mount-point for the export partition (typically /dev/sda3). Do not reformat this partition.

Installing multiple clusters on the same subnet (SDSC Toolkit)

Applies to: All versions of Platform Rocks

If there are more than two front end nodes on the same subnet, then there might be issues with installing compute nodes with PXE.  We suggest the user refrain from installing multiple clusters on the same subnet.

Preventing kernel panic when adding or removing an HCA card (DELL)

Applies to: Platform Rocks 3.2.0-1 and 4.0.0-1.1

For Platform Rocks 3.2.0-1 ONLY:

If the user wants to add or remove an InfiniBand HCA card from a system after installing Platform Rocks, take the following precautions:

· If they are adding an HCA card to a node that was installed without an HCA card, they must enable the ts_srp service:

# chkconfig ts_srp on

· If they are removing an HCA card from a system that was installed with the card, they must disable the ts_srp service before they shutdown the node:

# chkconfig ts_srp off

During installation, Platform Rocks turns off the ts_srp service if an HCA card is not detected. After installation, if you add or remove a card, follow the above precautions to prevent a kernel panic.

Tip: InfiniBand will work with the ts_mpi service enabled. If the ts_srp service is off, you can start the ts_mpi service without causing a kernel panic, whether an HCA card is installed or not.

For Platform Rocks 4.0.0-1.1:

If the Topspin IB roll (ts_ib) is installed and the HCA card is not installed on the front end or compute node, then the IB drivers are not installed automatically. This is because unloading the IB driver on a host without an HCA card causes a kernel panic. If a user later decides to install an HCA card on either their front end or compute nodes, they would need to re-install the drivers. The steps to do this are listed below:

Front end:

1. If you installed a Topspin IB HCA card on your front end node, uninstall the Topspin roll

# rollops -e -r ts_ib

Please note that uninstalling the Topspin roll is normally not supported. Uninstalling the Topspin roll with rollops is allowed only if the HCA card is not installed on the front end node.

2. Install the Topspin roll using the rollops tool:

a) If you have the Essential Tools meta-roll CD:

# insert the meta-roll CD into the cdrom drive

# rollops -a -r ts_ib

b) If you have an ISO image of the CD:

# rollops -a -i ts_ib-4.0.0-1.<arch>.disk1.iso. 

 Note: The rollops command will display the following prompt:

writable /etc/rc.d/rc3.d/S00ts_firmware exists; remove it? [ny](n):

 When you see it, type “y” and press enter.

3. Reboot the front end. After rebooting, the firmware for the HCA card should be updated automatically, and the driver modules are correctly loaded.

Compute node:

1. Make sure the Topspin roll is installed on the front end. If it isn’t, follow step 2 above.

2. Re-install the compute nodes with the new card.

3. After the compute node is rebooted, the firmware for the HCA card should be updated automatically, and the driver modules are correctly loaded.

Locating the 32-bit library rpms required for the Intel® compiler (EM64T only) (SDSC Toolkit)
Applies to: Platform Rocks 3.2.0-1

The following 32-bit library rpms are required for the Intel® compiler:

libstdc++-3.2.3-42.i386.rpm 
libgcc-3.2.3-42.i386.rpm

These two RPMs are not installed by default. They are located on the HPC roll CD and must be installed manually to use the Intel compilers.
Installing a compute node on a previous front end node (SDSC Toolkit)

Applies to: All versions of Platform Rocks

If the user wishes to create a compute node from a system that was previously installed as a front end node, they must remove the /.rocks-release file from the node before beginning the installation:


# rm –f /.rocks-release
Explanation: When a front end node is installed, the first disk is partitioned into the root file system, swap space and /export file system. If /.rocks-release is not removed and the system is installed as a compute node, the partition representing the /export file system will be preserved, severely limiting the amount of free disk space on the compute node. In order to make this disk space available to the compute node, remove /.rocks-release before beginning the installation

Front end node central server installation can be confusing (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.1 and newer versions

A new front end node can be installed from an existing front end node (also known as the central server). The basic procedure is:
1. Execute insert-access on the central server
2. Insert the Platform Rocks Base CD into the CD ROM drive of the new front end node and power on the machine.
3. When the user sees the boot: prompt, they enter frontend central=<hostname of central server>. 

 
When you execute step (1) on the central server, an argument to insert-access is required which specifies the host(s) that will be authenticated to perform an installation from the front end node. 

Some examples are:
 
	Command executed on central server
	Nodes authenticated to install from central server

	insert-access .my.domain
	All hosts in the .my.domain domain

	insert-access host.my.domain
	The host host.my.domain

	insert-access 192.168.1.0/24
	All hosts in the 192.168.1.0/24 IP range

	insert-access 192.168.1.1
	Host with IP address 192.168.1.1

	insert-access –all
	All hosts reachable by the front end node


 
Examples in the SDSC Toolkit Users Guide show additional examples of the first form of insert-access. 

If the central server is unable to resolve the IP address of the new front end node to an authenticated host name, the first two forms of the insert-access command in the above table will not have the expected result. Before the user begins the installation of the new front end node, the central server should be able to correctly resolve the host name of the new front end node to an IP address and the IP address is resolvable to the same host name. In both cases, the host name should be fully qualified.
If the user experiences problems using the first two forms of insert-access, they can try the next two and, as a last resort, use the last form of the command.
Disk Druid does not create a default partition layout for the user (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

No default partition layout is shown when you select Disk Druid to manually partition your disk. It forces you to create the partitions and you cannot proceed until you create a root partition. You must supply Disk Druid with the correct partition layout. 

We recommend that the user auto-partitions their disk instead of using Disk Druid. If a user chooses to use Disk Druid, they must (at the very minimum) create the following partitions:

	Partition
	Mountpoint
	Filesystem Type
	Minimum partition size

	Root
	/
	Ext3
	6 GB

	Swap
	None
	Swap
	1 GB

	Export
	/state/partition1
	Ext3
	Rest of disk


Clicking “back” button during roll selection screen causes installer to crash (SDSC Toolkit)
Applies to: All versions of Platform Rocks

Do not click the "back" button on any Roll Selection screen during installation. Since there is no screen that appears before the Roll Selection screen, the installer will crash.
Selecting Disk Druid precludes user from auto-partitioning the disk (SDSC Toolkit)
Applies to: All versions of Platform Rocks

A user cannot do auto-partitioning during installation if they select disk druid, go back, and then select auto-partitioning. The installer forces the user to use disk druid to manually partition their disks.
Canceling front end installation erases the partition table contents (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

If a front end installation is started on a host that already has SDSC Toolkit installed, and you cancel the installation before it gets to the partitioning portion of the installation, the machine will not be able to boot up the old installation of SDSC Toolkit. This is because the installer wipes the partition table clean in the early stages of the installation.

Installer only creates partitions on first disk of front end node (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and newer versions

If a front end has multiple disks, the SDSC Toolkit installer will (by default) only partition and format the first hard disk. This is done to avoid formatting any local SANs just in case they are attached to the front end. The user must choose "manual partitioning" instead of "auto partitioning" if the user wants to partition more than one disk on the front end.

Cannot see console on installing compute nodes (SGI)

Applies to: Platform Rocks 4.0.0-1.1

During installation of compute nodes on Altix 350, the following message appears from the serial console:

Running anaconda, the Platform Rocks system installer - please wait...          

/mnt/runtime/rocks/bin/tee: /dev/console: Input/output error   

This is not an installation failure. The install is still in progress. The installation progress can be monitored from the front end using:


ssh –p 2200 compute-x-x
Nodes cannot be re-installed from DVD (SGI)

Applies to: Platform Rocks 4.0.0-1.1

When a user re-installs a node from the distribution DVD, the installation fails to load the correct boot loader, and instead starts the original boot loader. The EFI shell is designating the DVD device as fs1, instead of fs0. To boot from the DVD use the following:

1. Start the EFI Shell

It will prompt with:


ELILO boot: 

2. Type:  junk
This will cause elilo to fail with the message “Kernel file not found”, and return the following prompt:


Fs0:\EFI\redhat

3. Type: fs1:
The prompt will change to fs1:\
Type:  elilo
4. Elilo will start and prompt with:   

ELILO boot:

5. Type front end for a front end installation.

Alternatively, from the boot option maintenance menu, select boot from file. Then select the CD ROM/DVD as the boot device e.g.


NO VOLUME LABEL [Pci(2|2)/Ata(Primary,Master)/CDROM(Entry1)]    

The following list of options are displayed:

Select file or change to new directory:

       08/03/05  11:45a           333,276 bootia64.efi              

       08/03/05  11:45a           333,276 elilo.efi                 

    Exit                                                            
Select:  elilo.efi                                                  

Elilo will start and prompt with:   

ELILO boot:

Type front end for a front end installation.

Booting options deleted (SGI)

Applies to: Platform Rocks 4.0.0-1.1

Installation of SDSC Toolkit removes all boot options from the NVRAM. If a compute node has been shutdown improperly, elilo will be set to boot the kernel and re-install. It will not use PXE. Adding PXE boot with the boot manager is possible, however, the change will be lost the next time the node is re-installed.

Lam-gnu RPM package requires the gm-devel RPM package (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Applications compiled against the LAM MPI library require the Myrinet run-time libraries from the gm-devel package. The following error message is shown when running an LAM MPI application without the Myrinet libraries:

./mpihello_short: error while loading shared libraries: libgm.so.0: cannot open shared object file: No such file or directory
When a user does not select the Myrinet roll during a CD-based installation, it is observed that the gm-devel package is installed on the front end. Even though the roll is not selected, the package is still installed because of RPM dependencies. The gm-devel package, however, will not be installed on the compute nodes since the roll is not enabled.

For more information, see https://lists.sdsc.edu/pipermail/npaci-rocks-discussion/2005-August/013396.html
To install the Myrinet roll, the following steps need to be taken: 

1. Remove the following Myrinet directory:
# rm -fr /export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-4.0.0/rocks-dist/rolls/myrinet

2. Install the Myrinet roll using the rollops tool:
a) If you have the Essential tools meta-roll CD:
# insert the meta-roll CD into the CD ROM drive

# rollops -a -r myrinet

b) If you have an ISO image of the CD:
# rollops -a -i myrinet-4.0.0-1.<arch>.disk1.iso. 

3. Reboot the front end. If the front end has a Myrinet card, then the Myrinet drivers and devel packages are installed. If no card exists then only the devel packages are installed.
4. Re-install compute nodes. If the compute node has a Myrinet card, then the Myrinet drivers and devel packages are installed. If no card exists then only the devel packages are installed.
Disabling the 'rocks-update' tool (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 only

Symptom: Packages downloaded using rocks-update may produce unpredictable results when they are installed. Some packages may cause computer node installations to hang or crash.

Solution: Refrain from using rocks-update to obtain updates and disable the rocks-update tool.

The steps to disable the tool are as follows:

1. Download disable-update.script from the following link: http://www.platform.com/Products/ocs/patches/download/login.aspc   

2. Run the disable-update.sh script using the following command:

# sh disable-update.sh

This will deactivate rocks-update and delete the updates roll. You need to run this script on all existing central install servers and front ends. If you have already patched your front end, you need to reinstall the front end and then run this tool to turn off rocks-update.

The problem has been corrected in 4.0.0-2.1.

Installing a front end from a central server and rolls from a CD (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and newer versions
Symptom: If a user installs a front end from a central server and installs rolls from a CD, the SDSC Toolkit installer (Anaconda) will fail with the following message: 

Unable to read header list. This may be due to a missing file or bad media. Press <return> to try again

In the Alt-F3 virtual console, the following message is repeated 10 times:

HTTPError: http://127.0.0.1/mnt/cdrom/RedHat/base/hdlist occurred getting HTTP

Error 404: Not Found 

Explanation: The SDSC Toolkit installer does not handle this case properly. The rolls downloaded from the central server are deleted when the rolls on the CD are copied over. 

Solution: As a workaround, copy the rolls you want to install via CD onto the central server. After you install your front end, install those rolls from the central server.

1. Insert the roll CD and mount it as /mnt/cdrom

2. Copy the desired roll from the CD

# rocks-dist --with-roll=<roll name> copyroll 

3. Repeat with each roll that you want to copy from the CD

4. Unmount the CD.

# umount /mnt/cdrom

5. Repeat with any other roll CDs

6. Rebuild the SDSC Toolkit distribution:

# cd /home/install

# rocks-dist dist
SSL errors when downloading RPMs (EM64T only) (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-2.1 and newer versions
Symptom: When downloading RPMs from the Red Hat Network using rocks-update, you may encounter SSL errors, even when your host has the correct system time. This can sometimes result in the RPM not being downloaded, as shown in the following example:

rocks-update: Downloading ===> gtk2-devel-2.4.13-18.x86_64.rpm

There was an SSL error: (104, 'Connection reset by peer')

A common cause of this error is the system time being incorrect. Verify that the time on this system is correct.

Solution: When running rocks-update, if you see an SSL error when downloading an RPM, check to see if that RPM was correctly downloaded. If not, run rocks-update to download the RPM again.

Installing a 64-bit RPM before installing the 32-bit version (EM64T only) (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.2 with Maintenance Pack
Symptom: Using rocks-update, if you download 64-bit RPMs without first installing the 32-bit versions, the compute node installation may fail.

Explanation: You also need the 32-bit version of a particular RPM in order to use the 64-bit version. 

Solution: Install the 32-bit RPM from the 32-bit roll before installing the 64-bit version on the compute nodes or for patching the front end.
Remove secondary storage from compute nodes before OS installation (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-2.1 and newer versions
Warning: Failure to remove secondary SCSI storage attached to a compute node during OS installation will result in loss of data on the storage due to reformatting and repartitioning. To avoid any loss of data, detach the secondary storage before installation.

The Platform Rocks 4.0.0-2.1 install kernel will not load modules to detect a Qlogic card. Thus secondary fiber storage will not be detected or partitioned during installation.

Installation of any appliance (front end, compute, or IBRIX node) that has a PCI-E-based Qlogic card results in the OS being installed on the fiber storage that is attached via the Qlogic card. This is because the qlogic modules load before the SCSI modules.

To avoid this problem, the Platform Rocks 4.0.0-2.1 installation kernel does not contain qlogic modules and will therefore not detect any fiber storage connected to Qlogic cards during the installation of any appliance (front end, computer, or IBRIX node). After installation, the server will boot up with the correct qlogic driver, and any connected fiber storage will be accessible by the server.

If you need to force the installer to load qlogic modules first, download and configure the qlogic modules as follows:

10. Download the qlogic driver disk image from the following link: http://www.platform.com/Products/ocs/patches/download/login.asp
Contact Platform to obtain a user name and password if you don’t already have one.

11. Copy the disk image to a floppy disk.

dd if=path_to_disk_image of=/dev/fd0

12. For front end installations, type front end dd at the CD kernel parameter prompt and use the driver disk when prompted to do so.

For network installations, edit the /tftpboot/pxelinux/pxelinux.cfg/default file and add dd to the kernel parameters line. Use the driver disk when prompted to do so.

rocks-update -f or -c fails after removing and re-applying the Platform roll patch (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.2 with Maintenance Pack
Symptom: rocks-update -f or -c may fail after you remove, then re-apply the Platform roll patch.

Solution: Remove the /var/cache/yum directory and run rocks-update -d to create the link:

# rm -rf /var/cache/yum

# rocks-update -d shadow-utils

Configuration files on compute nodes are only correct for the first node installed (Platform OCS)
Applies to: Platform OCS 4.1.1-1.0
Symptom: Configuration files on compute nodes for non-Platform rolls are correct for the first node installed, but wrong on the others.

Explanation: Caching is used to speed the generation of the kickstart files. The kickstart files control the packages to install and the configuration files needed by the rolls.  If a roll generates different configuration files depending on specific compute node configurations, the cached kickstart file will not reflect those differences. Rolls from Platform, IBRIX, Absoft, and NICE, are tested to work with kickstart caching. Other rolls have not been tested with kickstart caching. 

Solution: Turn off kickstart caching using the following command:

# touch /home/install/sbin/cache/disable-cache

Node/graph files in site-profiles are incorrectly executed on the front end node (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: When removing or upgrading a roll, packages and node/graph files in site-profiles may be executed on the front end node.

Solution: If you made any customizations, you need to move RPM and XML files from site-profiles before removing or upgrading a roll. 

Check for any RPM and XML files inside the following directories and temporarily move these files to another location:

1. /export/home/install/site-profiles/4.1.1

2. /export/home/install/contrib/4.1.1/x86_64/RPMS

You can now remove or upgrade a roll using rollops. When you are finished, you can move the files back to their original locations.

Link the custom graph and node files into the distribution as follows:

# cd /export/home/install

# rocks-dist dist

You can now move the files back to their original locations.

Cannot perform central server updates with rocks-update (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.2 with Maintenance Pack
Symptom: You cannot perform central server updates with rocks-update.

Solution: To work around this issue, update the front end node as follows: 

1. Install the front end normally from the central server.

2. Patch the central server with the Maintenance Pack.

3. Run the following commands to update your front end:

a. # rocks-update -g

b. # rocks-update –f

SDSC Toolkit does not support virtual NICs (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: Using add-extra-nic to add a virtual NIC fails.

Explanation: SDSC Toolkit does not support virtual NICs.

Solution: You need to manually add virtual NICs to each host they are needed on. You also need to recreate the virtual NIC every time you reinstall the node.

Possible Installation Symptoms and How to Fix Them

Installation fails when installing packages (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom: The installation of a node stops when installing packages. The machine has not crashed, but the packages stop installing. 

Solution: Restart the installation.

IP addresses are assigned randomly on large clusters (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom: When installing multiple compute nodes from the same front end node at the same time, or when booting multiple compute nodes, IP addresses are assigned randomly. 

Solution: For Platform Rocks 4.0.0-1.1 or newer versions, consider using Platform's Add-Hosts tool, which populates the SDSC Toolkit database from an XML file, assigning the IP addresses you specify. For more information, see the Add-Hosts section of the Readme for Platform Roll.

Alternately, do not start multiple compute nodes simultaneously. To provide enough time for the IP addresses to be assigned in the correct order, start the nodes as follows: 

13. Start the first node.

14. When the first node reaches the partitioning stage, start the second node. 

15. Continue with the rest of the nodes--booting each node when the previous node reaches the partitioning stage. 

Tip: To re-install and re-image a large cluster, use the following command to reboot a different node every five seconds:

# cluster-fork ‘sleep 5;/boot/kickstart/cluster-kickstart-pxe;exit’

Cannot log into MySQL after changing the OS root password (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom: If the user changes the root password for the operating system super user after installing Platform Rocks, they cannot log into the MySQL database with the new root password. 

Explanation: The MySQL database installation is initially owned by the root user account. After installation, this becomes the MySQL root account. If the user changes the operating system super user password, this has no impact on the login password of the MySQL root account. The original root password they specified when they installed Platform Rocks is the valid MySQL root password. 

PVFS and Myrinet kernel modules cannot load with non-SMP kernel (x86 only) (SDSC Toolkit)

Applies to: All versions of Platform Rocks

When a single CPU x86 system is installed, both the non-SMP and SMP kernels are built. The latter is the default boot kernel. During startup after the successful installation of Platform Rocks, the Myrinet (gm.o) and PVFS (pvfs.o) kernel modules are built and the kernel loads them on demand. Since the SMP kernel environment built the kernel modules, they're specific to the SMP kernel and can't be loaded by a non-SMP kernel. If the user boots a node with the non-SMP kernel, the kernel tries to load the modules and fails.
Symptoms: The gm_board_info command indicates that a Myrinet board can't be found (the first line of output from the command has been split over three lines for readability):
 
   # /opt/gm/bin/gm_board_info
     GM build ID is "2.0.13_Linux_rc20040818152302PDT
     @compute-0-0.local:/usr/src/redhat/BUILD/gm-2.0.13_Linux Sat Oct 23 17:32:02 
     GMT 2004."
No boards found
 
and the following messages from /var/log/messages indicate a problem with the PVFS kernel module:
 
    compute-0-0 pvfsd: (pvfsd.c, 683): Could not setup device /dev/pvfsd.
    compute-0-0 kernel: IA-32 Microcode Update Driver: v1.13 <tigran@veritas.com>
    compute-0-0 pvfsd: (pvfsd.c, 684): Did you remember to load the pvfs module?
    compute-0-0 kernel: microcode: No suitable data for cpu 0
    compute-0-0 pvfsd: (pvfsd.c, 453): pvfsd: setup_pvfsdev() failed
    compute-0-0 kernel: ip_tables: (C) 2000-2002 Netfilter core team
    compute-0-0 pvfsd: pvfsd startup failed
 
Solution: Do not change boot kernels. A node should always boot with the same kernel.
Explanation: Normally, the system only builds the kernel modules once, after the successful installation of Platform Rocks. They are specific to whichever kernel is currently running. The NPACI SDSC Toolkit team does not currently support the option of building kernel modules for all installed kernels.

The compute nodes do not install easily with a Dell® PC5324 switch (DELL)

Applies to: All versions of Platform Rocks

Symptom: Compute nodes fail to install or take a long time to install when interconnected with the front end node using a Dell® PC5324 network switch.

The Platform Rocks installation may display a message stating that the installer could not find the kickstart file and prompts to Retry or Cancel. If the user ignores the prompt, the installer times out and the compute node restarts. This may occur several times, eventually leading to a successful installation.

Explanation: You need to configure the Dell® PC5324 switch by enabling the port fast (also known as fast link or fast edge) feature of the switch. This disables the spanning tree feature of the switch.

Solution: Refer to the configuration solution: NPACI SDSC Toolkit FAQ
Ganglia does not report the correct information on an Extreme Summit 400i switch (DELL)

Applies to: All versions of Platform Rocks

Symptom: When a front end node is interconnected to compute nodes using an Extreme Summit 400i switch, Ganglia may display incorrect information.

Solution: In order for ganglia to report the correct information, assign an IP address to the switch, telnet to that switch, and run the following command:

% disable igmp snooping vlan “default”

Installation fails with “Kpp error-node root not in graph” (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1 and older versions

If the following error occurs during installation, it means that the user did not insert the Platform Rocks Required Tools CD when asked if they have any more roll CDs to add.
Kpp error-node root not in graph.

Kgen XML parse exception

<stdin>:4:0: no element found

Solution: 

· For Platform Rocks 3.2.0-1, the user should always ensure that the HPC CD is read during the installation.

· For Platform Rocks 3.3.0-1.x, the user should always insert that the Platform Rocks Required Tools CD is read during the installation.

Explanation: 

· Platform Rocks 3.2.0-1 requires the Platform Rocks Base and HPC CDs for installation.  

· Platform Rocks 3.3.0-1.x requires the Platform Rocks Base and Required Rolls CDs for installation. The Platform Rocks Required Tools CD contains four essential rolls (HPC, Kernel, Platform and Dell).

Installation fails with unhandled exceptions or enters interactive install mode (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1.1 and newer versions
If a USB storage device is connected to the installation host (for example a USB floppy or USB zip drive), the Platform Rocks installer will fail. Note that installing Platform Rocks via a USB CD ROM drive will work if no other USB storage devices are connected. 

For a front end or compute node installation, a user might see unhandled exceptions from the installer. For a front end node installation, a user might notice a different failure where the installer enters interactive installation mode and prompts the user to select the default language for the installation.  

Solution: Disconnect all USB storage devices (other than the CD ROM drive if it is needed) from the installation host before doing a front end or compute node installation.

Compute nodes cannot be installed if front end node public interface does not have IP address (SDSC Toolkit)
Applies to: All versions of Platform Rocks

If the user installs a front end node without specifying an IP address for the public network interface (eth1), the web server (httpd) on the front end node fails to execute and compute nodes cannot be installed.
Solution: If the public network interface on a front end node is not properly configured during a Platform Rocks installation, the user needs to manually configure it and restart the web server before compute nodes can be installed. The user must perform the following steps,:

1. Log into the front end node as root, and execute the following commands, substituting actual values for the variables marked with ‘<’ and ‘>’:


# mysql –p -u root -Dcluster -e "update app_globals set value='<Public IP Address>' where Component='PublicAddress';"



# mysql –p -u root -Dcluster -e "update app_globals set value='<Public Broadcast Address>' where Component='PublicBroadcast';"



# mysql –p -u root -Dcluster -e "update app_globals set value='<Public Gateway Address>' where Component='PublicGateway';"



# mysql –p -u root -Dcluster -e "update app_globals set value='<Public Network Address>' where Component='PublicNetwork';"



# mysql –p -u root -Dcluster -e "update app_globals set value='<Public Netmask>' where Component='PublicNetmask';"



# mysql –p -u root -Dcluster -e "update app_globals set value='24' where Component='PublicNetmaskCIDR';"


# insert-ethers --update

2. Edit /etc/sysconfig/network and add the following line if a GATEWAY entry is not already in the file:

GATEWAY=<Public IP Address>

Substituting  <Public IP Address> for the value the user specified in the first mysql command above.

3. Edit /etc/sysconfig/network-scripts/ifcfg-eth1 and replace its contents with the following:
DEVICE=eth1

ONBOOT=yes

BOOTPROTO=static

IPADDR=<Public IP Address>

NETMASK=<Public Netmask>

NETWORK=<Public Network Address>


Substituting  <Public IP Address>, <Public Netmask> and <Public Network Address> with the values the user specified in the above mysql commands.

4. Reboot the front end:
5. The front end will start up with the public interface (eth1) properly configured and the web server executing correctly. The user may begin installing compute nodes.

Installation of compute node may hang when mounting local file systems (SDSC Toolkit)
Applies to: All versions of Platform Rocks
 
By default, the first disk in a compute node is partitioned as follows:
 
	File system
	Size

	/
	6 Gigabytes (for Platform Rocks 3.2.0-1)

10 Gigabytes (for Platform Rocks 3.3.0-1.1 and newer versions)

	Swap
	1 Gigabyte

	/state/partition1
	Remainder of disk


 
Sometimes, the /state/partition1 file system is not successfully created. When the machine restarts, it displays the following message and asks for assistance:
 
    couldn't find matching filesystem LABEL=/state/partitio1  [FAILED]
 
Solution: The workaround for this problem consists of multiple steps:
1. Enter the root password to enter single user mode
2. Remove the file /.rocks-release: rm –f /.rocks-release
3. Reboot the system and perform a PXE installation.
 
This will re-install the compute node with the above file systems.

Compute node may not retain host name (SDSC Toolkit)
 Applies to: All versions of Platform Rocks

If a compute node is replaced due to a hardware or software problem, when it is re-installed, it may not retain its old host name or IP address.
Platform Rocks assigns the next numeric host name and IP address when a new compute node is installed. For example, if your last compute node is compute-0-100, the next compute node installed from the same front end node will be assigned a host name of compute-0-101. The same applies to the IP address; the next highest available IP address is assigned to the compute node, even though a lower value may be available (and preferred).
Solution: Platform Rocks has had limited success retaining the same host name when (re)installing a compute node using the following form of the insert-ethers command:
    # insert-ethers --rack <rack #> --rank <rank #>
For example, executing the following command on the front end node:

    # insert-ethers --rack 0 --rank 0 
and specifying an appliance type of Compute node will assign the host name of compute-0-0 to the next installed compute node only if the system has not been previously installed as another compute node.
Installing a compute node with a Dell® PE SC1425 produces unresolved symbol warnings (DELL) 
Applies to: Platform Rocks 3.3.0-1.1
When installing a compute node with a Dell® PowerEdge SC1425, the system boots up with the following warnings:

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_nv.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_promise.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_sil.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_sis.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_svw.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_sx4.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_via.o

*** Unresolved symbols in /lib/modules/2.4.21-20.EL/kernel/drivers/scsi/sata_vsc.o
The above unresolved symbol notices are not a failure. These symbol errors occur as a side effect of a RedHat issue. The ata_piix driver in RHEL3 U3 does not work on EM64T systems with 4GB (or more) of memory. The Platform Rocks 3.3.0-1.1 package includes the RHEL3 U2 ata_piix driver to deal with this known RedHat issue.

For more details, see issue #50598 in the RedHat Enterprise Support IssueTracker: "ata_piix doesn't find disks with >= 4GB RAM" for details.
Note: These warnings will also occur if you run the depmod command.
Myrinet (GM) drivers may not build correctly on Dell® PowerEdge 1750 compute nodes (DELL)
Applies to: Platform Rocks 3.3.0-1.1

There may be instances where the Myrinet (GM) driver does not build properly on Dell PowerEdge 1750 compute nodes. A user may notice the system hanging at the following line during startup:

Build package: /opt/rocks/SRPMS/gm-2.0.16-1.src.rpm

After some time, the startup will eventually complete. After logging into the host, a user will notice that the gm-2.0.16-1 rpm package (which includes the Myrinet driver) has not been installed. This is because the GM drivers failed to build properly.

Solution: The workaround to this problem is to rebuild the gm-2.0.16-1 rpm package manually on the compute node by running the following:

# rpmbuild --rebuild /usr/src/redhat/SRPMS/gm-2.0.16-1.src.rpm

Note that this issue has also been reported on the NPACI SDSC Toolkit mailing list for NPACI SDSC Toolkit 3.3.

See: https://lists.sdsc.edu/pipermail/npaci-rocks-discussion/2004-October/008300.html
/etc/resolv.conf is not set correctly for compute nodes with 2 NICs (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom: The /etc/resolv.conf on the compute nodes contains the wrong configuration:

; generated by /sbin/dhclient-script

search mydomain.com

nameserver <primary DNS server IP address>

nameserver <secondary DNS server IP address>

Explanation: If a user specifies one or more DNS servers during a front end installation, and installs a compute node on a host with 2 NICs, where NIC1 (eth0) is connected to the private network and NIC2 (eth1) is connected to the public network, then the /etc/resolv.conf file on each compute node with 2 NICs will contain the external DNS configuration, rather than the local DNS configuration.

Solution: 

Alternative 1: To prevent the problem from happening, disconnect NIC2 (eth1) on the compute node from the external network.

Alternative 2: If you aren’t able to disconnect NIC2 on each compute node, then you need do the following:

1. Generate the correct /etc/resolv.conf for the compute nodes

# dbreport resolv private > /home/install/resolv.conf

2. Copy the resolv.conf to each compute node

# cluster-fork cp -f /home/install/resolv.conf /etc/resolv.conf

3. Remove the temporary resolv.conf 

# rm –f /home/install/resolv.conf

Compute node may reboot continuously after installation of SGE6 Roll (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and newer versions
Symptom: Compute nodes may continously reboot after installation if the SGE6 roll is installed. 

Explanation: There are situations where the SGE6 init scripts are unable to immediately resolve the compute node name during bootup after installation. If the init scripts cannot resolve the host name, the node will not be able to generate an init script for setting up the SGE6 environment and starting the daemons.

The developers of the SGE6 Roll have added a workaround to resolve the compute node name. The workaround involves continously rebooting the system until SGE6 resolves the host name. Because of this, the compute node may appear to reboot continously.
Solution:

Alternative 1: Stop insert-ethers if it is still running on the front end. The problem no longer happens after stopping insert-ethers

Alternative 2: Running “insert-ethers --update” will also resolve the issue. This will add the compute nodes to the SGE admin pool.

Alternative 3: Manually add the compute nodes to the SGE admin pool by running the following command as root:

# for i in `dbreport nodes`;do qconf -ah $i;done

“Select Language” dialog box shows up during compute node install (SDSC Toolkit)
Applies to: All versions of Platform Rocks
If a “Select Language” dialog box shows up during a compute node install, it usually means that the SDSC Toolkit installer was unable to obtain a kickstart file from the front end. The front end failed to generate a kickstart file for the compute node because of a malformed XML node file added by the user to the /export/home/install/site-profiles/<Rocks version>/nodes directory.

Our recommendation is to, login to the front end and:

1. Check what errors occur when a kickstart file is generated for the compute node:

· For Platform Rocks 4.0.0-1.2 and older versions:

# cd /export/home/install

# ./sbin/kickstart.cgi --client=”... insert compute node ...”  > /tmp/ks.cfg

Open ks.cfg and look for any errors

· For Platform Rocks 4.1.1-1.0 and newer versions:

# cd /export/home/install
# dbreport kickstart <nodename> > /tmp/ks.cfg

Open ks.cfg and look for any errors

2. Fix the erroneous XML node file(s)

3. cd /export/home/install ; rocks-dist dist
4. Re-install compute node
Invalid SGE group message appears on login prompt after compute node boots up from installation (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.2
If a compute node is installed with the SGE roll, then a user may sometimes see the following message appear on the login prompt when the compute node boots up for the first time:

chown: 'sge.sge': invalid group
This message is not serious.  After a few minutes, the “sge” group is created, and the SGE components will function properly.

The sample PVFS2 file system is unavailable after installing the PVFS2 roll (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1
Symptom: If you install Platform Rocks to a front end node and provide the PVFS2 roll during the initial installation, the sample PVFS2 file system may not be available. To confirm that it is missing, look for the /mnt/pvfs2 sample directory.

Explanation: The /etc/auto.master file does not have an entry for the sample PVFS2 file system because it is missing a configuration line for PVFS2.

Solution: Log in to the front end node as root and execute the following commands:
# echo "/mnt/pvfs2     /etc/auto.pvfs2   --timeout 60" >> /etc/auto.master

# cd /var/411

# make

# service autofs restart

After building the front end from a central server, the front end rocks-update relies on the central server to download updates. (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: After you build a front end node from a central server, the front end rocks-update relies on the central server to download updates.

Solution: You need to convert your front end node into a standalone front end node so it can run rocks-update independently, as follows:

1. Go to the front end installation directory.

# cd /export/home/install
2. Create the installation directory structure.

# mkdir -p /export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-4.0.0/rocks-dist/rolls/

3. Move the central server installation directory to the new installation directory. 
# mv /export/home/install/centralserver_hostname/install/rocks-dist/wan/IP_ADDRESS/rolls/* /export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-4.0.0/rocks-dist/rolls/

4. Open the /opt/rocks/etc/rocks-distrc file and make the following changes in the mirror section:

· In the host section, add the following line:

ftp.rocksclusters.org

· In the path section, add the following line:

pub/rocks/rocks-4.0.0/rocks-dist

5. Log in to the MySQL database and change the PublicKickstartHost value: 

# mysql -u root -p cluster

Mysql> UPDATE app_globals SET Value="ftp.rocksclusters.org" WHERE Component="PublicKickstartHost";

Mysql> quit

6. Delete the /export/home/install/rocks-dist file.

# cd /export/home/install

# rm -rf /export/home/install/rocks-dist

7. Delete the kickstart cache file(s) if they exist.

# rm -rf /export/home/install/sbin/cache/ks.cache*
8. Run rocks-dist dist
# ./rocks-dist dist

Note: Running rocks-update -d packagename prompts you to register with the Red Hat Network.

All nodes are patched after downloading updates to the front end node. (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: The IBRIX node (or any other node) is patched after downloading updates to the front end node.

Solution: To prevent all nodes from patching the updates from the front end node, disable the updates roll on the front end node before patching the front end or compute nodes, as follows:

1. In the front end node, edit the /opt/rocks/etc/rollopsrc file and comment out the updates roll line.

2. In the front end node, turn off the updates roll using the rollops command.

# rollops -p no -r updates

Compute nodes crash after installing downloaded RPMs  or installing a front end node from a central server. (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-2.1 and newer versions
Symptom: Compute nodes crash after installing (or reinstalling) downloaded RPMs. This can also occur after installing (or reinstalling) a front end node from a central server.

Solution: Instead of reinstalling either the front end or compute nodes, disable the updates roll on the front end node before patching the front end or compute nodes, as follows:

1. In the front end node, edit the /opt/rocks/etc/rollopsrc file in the and comment out the updates roll line.

2. Turn off the updates roll using the rollops command.

# rollops -p no -r updates

Compute node install fails after running 411put * (SDSC Toolkit)
Applies to: Platform Rocks all versions
Symptom: If you run "411put *" in any directory other than /etc/411.d, and then try to install a compute node, the node might fail to install.

Explanation: The kpp script executed by the kickstart.cgi script might hang during the parsing of the 411-client.xml file because of extraneous files in /etc/411.d that were added you ran "411put *".

Solution: Remove all of the extraneous files from /etc/411.d and leave only the ones starting with "etc.". Refrain from running "411put *" in any directory, including /root.

Conflict with cluster IP and BMC IP (Dell)
Applies to: All versions of Platform Rocks 
Symptom: Compute node reboots abnormally during installation.

Explanation: If there is a conflict between the NIC1/eth0 cluster IPs and the BMC IPs on the network, compute node installations can be affected. Compute nodes might automatically reboot during an aborted install. This reboot occurs right after the node tries to retrieve an eth0 IP.
Solution: Ensure that the private IP network for the cluster is not identical to and does not conflict with the IPs assigned to the server BMCs.

Error Partitioning: Could not allocate requested partitions (Platform OCS)
Applies to: Platform OCS 4.1.1-1.0 and newer versions
Symptom: If you select autopartitioning during a front end install, the following error dialog appears:

-------------------
Error Partitioning
-------------------
Could not allocate requested partitions:


Partitioning failed: Could not allocate partitions as primary partitions.
Press 'OK' to reboot your system.

If you press OK, you will reboot your system. After the reboot, the machine will start the installer again.
Explanation: This error indicates that you don't have enough disk space to create the partitions required by Platform OCS (root, swap, and export). The minimum amount of disk space required for a Platform OCS front end installation is 17 GB. 

To determine how much space you have left on your disk, follow these steps:

Select Disk Druid from the Disk Partitioning Setup screen

On the Disk Druid screen, look for the disk on which you want to install Platform OCS.  To determine how much free disk space is available, look for Free Space under the Device column, and look across the row to find the size in MB.

Solution: If you don't have enough disk space, try any of the following suggestions to free up additional disk space:

· Select Autopartition from the Disk Partitioning Setup screen, and select either one of the following options from the Prepare Disk screen:

· Remove all Linux partitions on this system
· Remove all partitions on this system
· Enter Disk Druid and manually clean up your partitions.

· If your host has multiple disks, select a different disk.
Error setting up Client Security Credentials (Platform OCS)
Applies to: Platform OCS 4.1.1-1.0 and newer versions
Symptom: When installing a compute node with SDSC Toolkit the installation may fail with the following message:

Could not get file:

https://10.1.1.1///install/sbin/kickstart.cgi?arch=....

Error setting up Client Security Credentials
Explanation: Before a node can be reinstalled, its membership in the cluster must first be verified. To accomplish this, a cluster certificate is created on each node when it is first installed in the cluster. This certificate is presented to the front end during the verification process.

When this verification process fails, you will get the above error. This error can occur due to the following:

· Platform OCS has been installed on the compute node before, and the installer is using certificates from the older installation

· The compute node has corrupt or mssing certificate files. This may occur when the compute node was rebooted during post-installation.

Solution: 

Preferred solution: Boot into the compute node and delete the /.rocks-releases file, then reinstall your node. If this is not possible, boot into rescue mode by booting the node using a CD and using the rescue mode to get a shell. To delete the partition table, run the following command:

dd if=/dev/zero of=/dev/<your_primary_device> bs=1024 count=1024

Note that this will delete all partitions, including the Dell Utility partition if present.

Alternative solution (use the dropcert boot option): Open /tftpboot/pxelinux/pxelinux.cfg/default and add “dropcert” to the end of the "append" line, then reinstall your node.
Nodes use only up to 496MB of memory during installation (SDSC Toolkit and Platform OCS™)
Applies to: Platform Rocks 4.0.0-1.2 and Platform OCS 4.1.1-1.0
Symptom: Nodes use only up to 496MB of memory during installation.
Explanation: Segmentation faults can occur while installing nodes with large hard drives, such as a compute node installation on a server with two 250GB SATA drives and 1GB or more of RAM. To prevent these errors, the mem kernel parameter is set to a low value. Platform Rocks sets this kernel parameter to 496MB (mem=496M).
Solution: To use more memory during front end installation, set the following parameter at the CD prompt during installation:

front end mem=<preferred_memory_value>
To use more memory during compute node installation, edit the /tftpboot/pxelinux/pxelinux.cfg/default file on the front end and add the following as a kernel parameter:

mem=<preferred_memory_value>
The nodes will now install using the amount of memory as specified by <preferred_memory_value>.

Installing from an external USB drive (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: Front end installation fails when installing from an external USB drive. After typing boot: front end to perform a front end install, the installation fails with the following message:

Cannot find file http://127.0.0.1/RedHat/base/updates.img

Explanation: If there is media inside the internal drive, the installer attempts to look for installation files from the internal drive first, even if you booted from the USB drive.
Solution: Eject the media from your internal drive before typing boot: front end.
BitTorrent is disabled (Platform OCS)
Applies to: Platform OCS 4.1.1-1.0 and newer versions
Symptom: Platform OCS does not use BitTorrent for file transfers.

Explanation: In Platform OCS, BitTorrent is not used to install nodes. SDSC Platform OCS 4.1 uses bittorrent to transfer files to installing nodes. In tests it was found that installation was actually slower for reinstalling individual nodes, and for installing less than 32 hosts at a time. By default, Platform OCS uses http, not bittorrent, to transfer files to installing nodes. A node will require approximately three to five seconds of network bandwidth on Gigabit Ethernet. 

Solution: 

You can enable BitTorrent file transfers by running the following command on the front end:

# /opt/rocks/sbin/rocks-bittorrent on

You can restore the default setting (disable BitTorrent file transfers) by running the following command on the front end:

# /opt/rocks/sbin/rocks-bittorrent off 

Possible Operational Symptoms and How to Fix Them

Parallel Jobs take a long time to launch (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Parallel jobs take a long time to launch when host name aliases are used instead of fully qualified host name. 

Solution: Always use the fully qualified host name (for example, compute-2-1.local) instead of the host name aliases (for example, c2-1 or compute-2-1).

MPICH (mpirun) results in: “p4_error: semget failed…” or “Killed by signal 2” error  (SDSC Toolkit)

Applies to: All versions of Platform Rocks

mpirun on a single physical node with number of processes (np) greater than 5 results in "p4_error: semget failed for setnum" or "Killed by signal 2" error. 
Explanation: Mpirun allocates a semaphore array to each process for inter process communication. When a job is launched on a single node with number of processes greater than 5, the system limit for number of semaphore arrays is exceeded and the job exits with an error. The number of available arrays on a system can be obtained using the 'ipcs -l' command. 

Solution: Specify the number of processes per node (or number of cores per node) in the machine file that is passed to mpirun in the <node>:<number of processes> format. Example: compute-0-0:8 With this mpirun will only allocate one shared memory segment on compute-0-0 that is shared by all 8 MPI processes created as opposed to having each MPI process own a separate shared memory segment
MPICH (mpirun) jobs allocate processes incorrectly (SDSC Toolkit)

Applies to: All versions of Platform Rocks

MPICH (mpirun) jobs allocate processes incorrectly when host name aliases and unqualified host names are specified in the machines file. 

Explanation: By default, MPICH always spawns the first process on the machine it is being executed from. It associates this process with the actual host name of the node it is being spawned from. It allocates the second process to the first node in the machines file, the third process to the next node in the machines file and so on. If the user specifies an alias or unqualified host name in the machines file, mpirun thinks that this is another node and will spawn another process for it. 

If the user specifies fully qualified host names (compute-x-y.local) in the machines file, mpirun will not spawn multiple processes for a compute node.

Solutions: 

· Run the job from the front end using the mpirun -nolocal option. No processes will be allocated on the front end node. 

· Always specify fully-qualifed host names in the mpirun machines file. 

Linpack returns a NULL output (SDSC Toolkit)

Applies to: All versions of Platform Rocks

When running Linpack, a NULL output is returned with an mpirun message suggesting that the memory allocation should be increased. For example: 

...

You can increase the amount of memory by setting the environment variable P4_GLOBMEMSIZE (in bytes); the current size is 4194304

...

p4_error: alloc_p4_msg failed:0

...

Solution: Increase the value of the Linpack environment variable, P4_GLOBMEMSIZE. Choose an appropriate value (in bytes) based on your problem size. This value should be larger than the amount of memory requested by the problem. After increasing the value of the variable, make sure your free memory is as large as the value to which you set P4_GLOBMEMSIZE.

To set the value of P4_GLOBMEMSIZE:

Add the following line to the .bashrc file in the home directory of the user running the parallel jobs:

export P4_GLOBMEMSIZE=memsize

To activate the changes for the current session, either source the .bashrc file or logout and log back in.

Note: The P4_GLOBMEMSIZE should not be set to a value larger than the kernel shared memory value (shmmax).  Typically, the front end ‘s shmmax is set to about 32 MB, and the compute node’s shmmax is set to about 75% of the main physical memory size.

You can verify this on the front end and compute nodes by running:

# cat /proc/sys/kernel/shmmax

Linpack fails and sends error message (SDSC Toolkit)

Applies to: All versions of Platform Rocks

When running Linpack using an InfiniBand card, the application fails and sends an error message like the following: 

HPL ERROR from process # 0, on line 610 of cuntion HPL_pdinfo:

>>> Illegal input in file HPL.dat. Exiting ...<<<

Explanation: Topspin® supports the 1.0a release of xhpl. The error occurs when your HPL.dat file is version 1.0.

Solution: Edit the HPL.dat file and add the following line. The line must be the 9th line of the file:

0

PMAP process mapping (0=Row-, 1=Column-major)

Jobs won’t run in an Xwindow when a root user switches to a regular user with su (SDSC Toolkit)

Applies to: All versions of Platform Rocks

When the super user (root) opens a terminal window in X and switches to a regular user with su, the regular user cannot run any jobs. The following error messages are displayed:
Warning: No xauth data; using fake authentication data for X11 forwarding.

/usr/X11R6/bin/xauth:  error in locking authority file /home/test/.Xauthority

Explanation: When the super user (root) logins to the console on a front end node, the X windows system uses it's authorization file. When the super user switches to the regular user, the regular user does not have permission to open and use the super user’s authorization file.

Solution: Login to the console as the regular user before running jobs.

Logging into compute nodes using ssh takes a very long time when a root user switches to a regular user with su (SDSC Toolkit)

Applies to: All versions of Platform Rocks
Symptom: The ssh command will take a long time to complete when the super user (root) terminal window in X, and then does the following:

· Switches to a regular user with su
· Regular user does an ssh to a compute node
Explanation: The lock on the Xauthority file is held by root, and the ssh completes once the xauth times out. 

Solution: The user needs to disable Xauthorization for ssh. Instead of using “ssh –x”, the user can modify the /etc/ssh/ssh_config file and set “ForwardX11  no”. By default, it is set to “yes”. This change will apply to all users. It is identical to using “ssh –x”.

mpi application still launches in ssh after enabling rsh (SDSC Toolkit)

Applies to: All versions of Platform Rocks

By default, mpirun uses ssh to connect to compute nodes. If the user wants to use rsh to connect to the compute nodes instead, several steps are necessary.

1. Install and configure the rsh server software on all compute nodes. See Installing an rsh server earlier in this guide for details on installing and configuring the software.

2. Edit /opt/mpich/gnu/bin/mpirun and change the value of RSHCOMMAND from “ssh” to “rsh”.

3. Edit /opt/mpich/gnu/bin/mpirun.ch_p4.args and change the value of setrshcmd from “no” to “yes”.

If the user does not perform step 3, mpirun will not use rsh.

Ganglia does not show that a host was removed (SDSC Toolkit)

Applies to: All versions of Platform Rocks

After you remove a compute node, the Ganglia monitor does not update the change immediately.

Solution: If you want the change to be updated in Ganglia immediately, execute the following commands:

# service gmond restart

# service gmetad restart

CRC error occurs when extracting the mpich-1.2.6.tar.gz tarball obtained from the Intel Roll version of mpich-eth-1.2.6-1.2.6-1.src.rpm  (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.1
Solution: A correct version of mpich-eth-1.2.6-1.src.rpm can be obtained from the HPC roll in the following (one long wrapped line) location:

/home/install/ftp.rocksclusters.org/pub/rocks/rocks-3.3.0/rocks-dist/rolls/hpc/3.3.0/<arch>/SRPMS/mpich-eth-1.2.6-1.src.rpm

Explanation: The mpich-eth-1.2.6-1.src.rpm contained on the Intel® Roll contains a corrupted mpich-1.2.6.tar.gz tar ball.  

Note that this issue only occurs with version 3.3.0-4 of the Intel®  Roll, and does not happen with version 3.3.1-6 of the roll.

Parallel jobs running over Infiniband or Myrinet cannot be launched from front end if the public interface (eth1) has a dummy address (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.1

If a user assigned a dummy IP address to the public interface (eth1), they will not be able to launch parallel jobs over Infiniband or Myrinet from the front end node.

Solution: Change the front end node's host name to a local host name. The steps are shown below:

1. Edit /etc/sysconfig/network and change the HOSTNAME variable to a host name that is resolvable by the name server used by the front end node.

2. Update the host name in the Platform Rocks MySQL database:  

# mysql –p -uroot -Dcluster -e "update app_globals set value='<local hostname>' where Component='PublicHostname';"

substituting <local hostname> for the host name chosen in step 1.

3. Remove the kickstart cache file(s) if they exist:


# rm –rf /export/home/install/sbin/cache/ks.cache*

4. Update Platform Rocks data files:


# insert-ethers –-update
5. Reboot the front end node

User information might not be propagated to new hosts added to the cluster (SDSC Toolkit)
Applies to: All versions of Platform Rocks
If a new user is added to a cluster, and additional hosts are added to the cluster afterwards, the

SDSC Toolkit 411 feature might not propagate the new user's information to the newly added hosts. 

Solution: To sync up the user information on all compute nodes, the super user should execute the following command on the front end node:

    # cluster-fork /opt/rocks/bin/411get --all

Ganglia only shows the compute nodes' IP address instead of the host name (SDSC Toolkit)
Applies to: All versions of Platform Rocks

Ganglia will refer to the compute nodes by their IP addresses instead of their host names when a front end is re-installed while the compute nodes are still up and running.

Solution: Before re-installing a front end node, make sure that all of its associated compute nodes are shut down. After the front end is installed and running, re-install the compute nodes. After the compute nodes are up, the Ganglia page should reference the compute nodes by their name instead of their IP addresses.
Running ldconfig with Intel® Roll installed produces warnings (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0-1.1 and 3.3.0-1.2

After installing the 32-bit or 64-bit Intel® Roll and running ldconfig, the user will see some warnings that some of the shared libraries are too small. This is not a problem; this occurs because the shared libraries that ldconfig is searching through are stub files that point to the real versions of the libraries. 

Here is what the warnings looks like (the 32-bit and 64-bit installations will differ).

/sbin/ldconfig: File /opt/intel_fce_80/lib/libcprts.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libcxa.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libcxaguard.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libifcore.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libifcoremt.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libifport.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_fce_80/lib/libunwind.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_cce_80/lib/libcprts.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_cce_80/lib/libcxa.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_cce_80/lib/libcxaguard.so is too small, not checked.

/sbin/ldconfig: File /opt/intel_cce_80/lib/libunwind.so is too small, not checked.

Disabling and enabling the No execute (NX) Bit boot option on front end and compute nodes (DELL)
Applies to: Platform Rocks 3.3.0.1.1 and newer versions

x86-based systems and the NX Bit

For Platform Rocks 3.3.0-1.1:

By default, the No eXecute (NX) bit is disabled (turned off) on all x86-based Dell® PowerEdge systems except the PowerEdge 1750.To turn it on or off, follow the steps below.
For Platform Rocks 3.3.0-1.2 and 4.0.0-1.1:

By default, the No eXecute (NX) bit has been turned off for 32-bit systems. Some versions of the Java® Runtime Execution environment (JRE) may not install if the NX bit is on. Applications that require JRE may fail to install. To turn it on or off, follow the steps below.

Turning the No Execute (NX) Bit boot option ON

For the front end node, type:
# sed -e 's/noexec\=off/noexec\=on/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub/grub-orig.conf
# reboot

This will turn on the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the front end node.

For the compute nodes, execute these commands on the front end node:
# cluster-fork 'sed -e 's/noexec\=off/noexec\=on/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub-orig.conf'

# cluster-fork reboot

This will turn on the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the compute nodes.

Turning the No Execute (NX) Bit boot option OFF

For the front end node, type:
# sed -e 's/noexec\=on/noexec\=off/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub/grub-orig.conf

# reboot

This will turn off the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the front end.

For the compute nodes, execute these commands on the front end node:
# cluster-fork 'sed -e 's/noexec\=on/noexec\=off/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub/grub-orig.conf'

# cluster-fork "reboot"
This will turn off the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the compute nodes.

EM64T-based systems and the NX Bit

For Platform Rocks 3.3.0-1.1:

By default, the No eXecute (NX) bit is enabled (turned on) on all EM64T Dell PowerEdge® systems.
For Platform Rocks 3.3.0-1.2 and 4.0.0-1.1:

By default, the No eXecute (NX) bit has been turned off for all EM64T systems. Some versions of the Java® Runtime Execution environment (JRE) may not install if the NX bit is on. Applications that require JRE may fail to install. To turn it on or off, follow the steps below.
Turning the No Execute (NX) Bit boot option OFF

For the front end node, type:
# sed -e 's/kernel\(.*\)$/kernel\1 noexec=off/' -e 's/kernel\(.*\)$/kernel\1 noexec32=off/' /boot/grub/grub.conf >> /tmp/grub.conf.tmp && mv /tmp/grub.conf.tmp /boot/grub/grub-orig.conf

# reboot 

This will turn off the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the front end node.

For the compute nodes, execute these commands on the front end node:

# cluster-fork "sed -e 's/kernel\(.*\)$/kernel\1 noexec=off/' -e 's/kernel\(.*\)$/kernel\1 noexec32=off/' /boot/grub/grub.conf >> /tmp/grub.conf.tmp && mv /tmp/grub.conf.tmp /boot/grub/grub-orig.conf"
# cluster-fork "reboot"

This will turn off the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the compute nodes.

Turning the No Execute (NX) Bit boot option ON

For the front end node, type:
# sed -e 's/noexec\=off/noexec\=on/g' -e 's/noexec32\=off/noexec32\=on/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub/grub-orig.conf

# reboot

This will turn on the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the front endfront end.

For the compute nodes, execute the following commands on the front end node:
# cluster-fork "sed -e 's/noexec\=off/noexec\=on/g' -e 's/noexec32\=off/noexec32\=on/g' /boot/grub/grub.conf > /boot/grub/grub.conf.tmp && mv -f /boot/grub/grub.conf.tmp /boot/grub/grub-orig.conf"

# cluster-fork reboot
This will turn on the NX bit setting in grub for all kernel menu options. For the change to take effect, you must reboot the compute nodes.

Intel® MPI executables can't find shared libraries (SDSC Toolkit)
Applies to: Platform Rocks 3.3.0.1.1 and 3.3.0-1.2
 
The Intel® MPI executables are installed as part of the Intel roll. In order for them to execute properly, they must be able to locate one (or more) shared libraries at run time. The pathnames of run-time libraries are specified in the file /etc/ld.so.conf on RedHat Linux systems. The pathname of the Intel® MPI share libraries is missing from this file and must be added if you wish to run or compile the Intel® MPI executables.
The pathname of the shared libraries is different for x86-based systems and x86_64-based systems:
 
	Architecture
	Pathname

	X86 based systems
	/opt/intel_mpi_10/lib

	X86_64 based systems
	/opt/intel_mpi_10/lib64


 
Solution: Add the appropriate pathname to /etc/ld.so.conf and execute the ldconfig command on all nodes in the cluster.  Alternatively, you can add the above paths to the LD_LIBRARY_PATH variable in your .bashrc file.

Mpirun hangs if unknown host specified in machines file (SDSC Toolkit)
Applies to: All versions of Platform Rocks

When you run an mpirun a job such as Linpack with an unknown or mistyped host name in the machines file, mpirun appears to hang. If your machine’s file has the following contents:
 
    compute-0-0

    ompute-0-1

    compute-0-2

    compute-0-0
 
and the following job is executed:
 
# /opt/mpich/gnu/bin/mpirun -np 4 -machinefile machines /opt/hpl/gnu/bin/xhpl

 
The command may appear to hang before writing the following to the screen:
 
    ssh: ompute-0-1: Name or service not known

Solution: Make sure the user has not misspelled the host names in the machines file.

A user is not added to all systems in a cluster (SDSC Toolkit)
Applies to: All versions of Platform Rocks
New users are added to the cluster using the Platform Rocks 411 service. It uses modified versions of the useradd and userdel commands to add and remove users from all systems in the cluster.
 
If you use the useradd command to add large numbers of users to the cluster at the same time, not all users are added to all systems in the cluster.
 
For example, this small bash script creates 50 users (u1-u50) on all systems in the cluster:
 
    number=1

    while [ $number -le 50 ]

    do

        useradd u$number

        number=$(($number + 1))

    done
 
After executing the script, not all users have been added to all systems in the cluster:
 
    # ssh compute-0-0 tail -5 /etc/passwd

    u43:x:542:543::/home/u43:/bin/bash

    u44:x:543:544::/home/u44:/bin/bash

    u45:x:544:545::/home/u45:/bin/bash

    u46:x:545:546::/home/u46:/bin/bash

    u47:x:546:547::/home/u47:/bin/bash
 
Solution: Force the 411service to update all its configuration files on all systems in the cluster. Execute the following command on the front end node:
 
    # make restart force -C /var/411

Ssh to the front end node from compute-node as root prompts for password (SDSC Toolkit)
Applies to: All versions of Platform Rocks
 
If you are logged into a compute node as the super user and ssh to the front end node, you will be prompted for the root password.
The ssh environment on the cluster has been configured to allow the root user on the front end node to execute commands or login to all compute nodes without supplying the root password.
 
Allowing the root user on a compute node to login to the front end node could be seen as a security risk and has been disabled.

 
Solution: Generate an ssh keypair for the root user on all compute nodes that should be able to ssh to the front end node without being prompted for the root password. Once the keypairs have been created, copy and paste them to /root/.ssh/authorized_keys on the front end node.
Deleting a user does not remove the home directory (SDSC Toolkit)
Applies to: All versions of Platform Rocks
 
When a user is removed from a cluster using the Platform Rocks userdel command, their home directory is preserved. The command does not support the -r option, which removes the user's home directory in other versions of the userdel command.
Consequently, if you remove a user from the cluster using the Platform Rocks userdel command, the home directory is preserved in /export/home on the front end node.
Solution: Remove the home directory from /export/home on the front end node after you remove the user.
Failing to remove the home directory may lead to permission issues as users are added and removed from the cluster. When you add a user to the cluster, their home directory is created in /export/home on the front end node. If you remove that user at a later time, the home directory is not removed. If, at a later time, you add a new user to the cluster, the unique numeric uid assigned to the new account will be the same as that used by the old account. In addition, the new user will own the home directory of the old account, and its contents. Over time, this can cause confusion regarding the ownership of home directories.
Mpirun does not execute after being interrupted (SDSC Toolkit)
Applies to: All versions of Platform Rocks

If you launch an mpi job as a normal user, then interrupt it with with “^c” (CTRL-C), the process terminates. If you launch the same mpi job, then interrupt with multiple “^c”, subsequent launches of the same job fail.
 
For example:
 
    $ /opt/mpich/gnu/bin/mpirun -np 4 -machinefile machines /opt/hpl/gnu/bin/xhpl
       ^c

    $ /opt/mpich/gnu/bin/mpirun -np 4 -machinefile machines /opt/hpl/gnu/bin/xhpl
       ^c^c^c

    $ /opt/mpich/gnu/bin/mpirun -np 4 -machinefile machines /opt/hpl/gnu/bin/xhpl
    rm_4384:  p4_error: semget failed for setnum: 0

    p0_27477: (0.439618) net_recv failed for fd = 6

    p0_27477:  p4_error: net_recv read, errno = : 104

    Killed by signal 2.

    Killed by signal 2.

    /opt/mpich/gnu/bin/mpirun: line 1: 27477 Broken pipe  /opt/hpl/gnu/bin/xhpl

    -p4pg /home/user001/PI27339 -p4wd /home/user001

 
Solution: Reboot the effected compute nodes (specified in the machinefile file).

Custom home directories for new user accounts don’t appear in /etc/passwd (SDSC Toolkit)
Applies to: All versions of Platform Rocks 

Explanation: The home directory of all users in the cluster is in the /home directory. The Platform Rocks useradd command allows you to specify the location of the home directory when adding the user to the cluster:

     useradd -d <homedir> username 

The user's home directory is created in <homedir> on the front end node and auto-mounted as /home/username by the NFS auto-mounter installed on all front end and compute nodes in the cluster. Note that if the “-d” option was not specified, then the default home directory is created in /export/home/username.  In order for a user's home directory to be accessible on all nodes in the cluster, it must be located in a consistent location. For SDSC Toolkit, this location is /home/username. All nodes in the cluster can access a user's home directory as /home/username.

Applications compiled with the Intel® MKL library cannot run (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1.1 and 3.3.0-1.2
The following error is encountered when running applications compiled with the Intel® MKL:

hpl_run/xhpl-24: error while loading shared libraries: libmkl_lapack64.so: cannot open shared object file: No such file or directory

Solution: Add the MKL library path to /etc/ld.so.conf as follows and run ldconfig on all machines in the cluster.

· For x86-based systems, add /opt/intel/mkl701cluster/lib/32 to /etc/ld.so.conf
· For EM64T-based systems, add /opt/intel/mkl701cluster/lib/em64t to /etc/ld.so.conf. Ensure that this path is added before /lib64 and /usr/lib64, otherwise the user will see the following error:

hpl_run/xhpl-MKL: relocation error: /usr/lib64/libguide.so: undefined symbol: _intel_fast_memset

Alternatively, you can add the above paths to the LD_LIBRARY_PATH variable in your .bashrc file.

Linpack will fail to compile using the Intel® C Compiler (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1.1 and 3.3.0-1.2
Compiling Linpack (HPL) using the Intel® C Compiler fails due to a segmentation fault. The Intel® Roll contains version 8.1.023 of the Intel® C Compiler, and this version is known to have this issue. 

Solution: The issue has been resolved in version 8.1.024 of the compiler. The user will need to go to http://www.intel.com/software/products/compilers/clin/ to download the new version of the compiler.

Linpack from Infiniband (IB) Roll fails to execute (EM64T only) (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1.1 (Standard Edition)

The Infiniband version of Linpack (/opt/hpl/infiniband/gnu/bin/xhpl) from the Infiniband Roll (IB) fails to execute on EM64T systems installed with Platform Rocks 3.3.0-1.1 Standard Edition.

Solution: The user needs to rebuild xhpl from source on their front end node after installing the following source rpm (one long wrapped line) file:

/home/install/ftp.rocksclusters.org/pub/rocks/rocks-3.3.0/rocks-dist/rolls/ib/3.3.0/x86_64/SRPMS/hpl-ib-1.0-1.src.rpm

then copy the xhpl binary to the compute nodes:

 
for cn in $(dbreport nodes); do


    scp xhpl ${cn}:/opt/hpl/infiniband/gnu/bin/xhpl


done

This command sequence will copy the new xhpl binary to /opt/hpl/infiniband/gnu/bin/xhpl on the front end and compute nodes.

“pcilib” warning message shown when Topspin IB drivers are loaded on RHEL4 U1 EM64T (DELL)

Applies to: Platform Rocks 4.0.0-1.1 and newer versions

Symptom: Topspin (Cisco) Infiniband drivers on RHEL4 U1 EM64T give the following warning message in lspci and when the self diagnostic script "hca_self_test" is run: pcilib: Resource 5 in /sys/bus/pci/devices/0000:00:1f.1/resource has a 64-bit address, ignoring 

Explanation: This is merely a warning message that will be addressed in future Red Hat updates and does not effect functionality or performance. 
Solproxy/impish turns off NIC1 on shutdown (DELL)

Applies to: Platform Rocks 4.0.0-1.1 

Symptom: Solproxy/ipmish on RHEL4 switches off NIC1 on shutdown. 

Explanation: Using the solproxy or ipmish on RHEL4 to perform a shutdown or power cycle turns off NIC1 (the NIC1 link light is off). The BMC now has no connection, the machine does not power on and further IPMI commands result in "connection timeout" messages. 

Solution: One possible solution to avoid the problem is to pass "acpi=off" to the kernel when booting from Grub.  However, please note that turning off ACPI may have other implications. 
Interrupt Throttle Rate (ITR) Is set to 100,000 for eth0 by default (DELL)

Applies to: All versions of Platform Rocks

Symptom: Platform Rocks sets the Interrupt Throttle Rate (ITR) for eth0 to be 100000. 
Solution: If the gigabit IPC (Inter Process Communication) fabric is different from eth0, set the ITR value to 100000 for the appropriate interface for better performance. This parameter is in:

1. For Platform Rocks 3.3.0-1.2 and older versions, /etc/modules.conf 

2. For Platform Rocks 4.0.0-1.1, /etc/modprobe.conf
MPD daemon is disabled by default (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and newer versions

Symptom: The mpd daemon is not started by default.

Explanation: The hpc-ganglia RPM package is not installed by default on both front end and compute nodes. This package contains mpd-related scripts that start up the mpd daemons. This means that the mpd daemons are not be started by default.   

The reason for disabling MPD is because the MPD daemons restart very frequently and flood the syslog with a large number of messages.

Occasional kernel panics occur when inserting/removing modules on RHEL4 U1  (DELL)

Applies to: Platform Rocks 4.0.0-1.1

Symptom: For Dell PowerEdge EM64T machines with greater than 4GB of memory, upgrade servers to the latest BIOS available on support.dell.com. Occasional kernel panic has been observed with inserting and removing modules on machines with RHEL 4 U1 and older BIOS. BIOS revisions that do not show this issue are listed below: 
· PE SC 1425: A01 

· PE 1850: A02 

· PE 1855: A03 

“Device not ready” messages appear in the syslog (DELL)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Symptom: Message: "Device not ready: Make sure there is a disc in the drive" 

Explanation: This message is seen in /var/log/messages and dmesg on servers that have a DRAC4 card with Virtual media enabled. These messages are a result of the virtual CD ROM on the DRAC4 card being repeatedly probed for a CD. 

Solution: To avoid these messages, disable the virtual media on the DRAC4 card. 

To Disable DRAC Virtual Media under Linux: 

a. Copy the om-4.4.tar file (see the Readme for Dell Roll to create this) to the compute node that you want to update DRAC configuration/Disable Virtual Media. 

b. Untar it and change directory to linux/supportscripts. 

c. Type ./srvadmin-install.sh and select the fifth package (Remote Access Core). 

d. Press "i" to install the package and press Enter to select the default installation directory. 

e. Press "Y" to start the service immediately. 

f. Type /sbin/service racsvc status to make sure DRAC4 service (racsvc) is running. 

g. Execute racadm getsysinfo to make sure Firmware Version (the second parameter at the top of the report) is 1.32. 

Note: With old DRAC firmware of 1.0, running the racadm config command gives the following error message: "ERROR - Invalid object name specified "cfgVirMediaDisable"` 

h. If the firmware version is lower than 1.32, update the DRAC firmware by executing the update utility (Linux binary) which can be downloaded from support.dell.com. 

i. If the firmware is, or upgraded to 1.32, create a file called disable.cfg which has these lines: 

[cfgRacVirtual]

cfgVirMediaDisable=1

j. Disable Virtual Media: 

racadm config -f disable.cfg

k. Type the following to reset the RAC: 

racadm racreset

l. Verify that cfgVirMediaDisable is set as desired: 

racadm getconfig -g cfgRacVirtual 

If cfgVirMediaDisable is set to 1, the virtual media is disabled. Another way to check is to reboot the server and use ”Ctrl+D” at boot time to enter the DRAC configuration utility, scroll down and look at the setting for Virtual Media. 

Please note that /etc/fstab will only be updated after a reboot. The /etc/fstab will have entries for the virtual media.  If the virtual media is disabled using OS-level utilities, these entries will only be cleaned up after a reboot.

Temperature is always displayed as zero on Ganglia page for certain nodes (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Symptom: In the Ganglia web page under Temp View, the temperature of nodes with SATA drives (PE SC 1425) or with RAIDed hard drives will not be displayed. 
Explanation: This is because the smartctl command (which collects temperature information) does not work with SATA and RAID devices. 
“insert-ethers” fails to run after removing Ganglia roll using rollops (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Symptom: The insert-ethers command crashes with Python errors after uninstalling the Ganglia roll using the rollops command.

Explanation: Removing the Ganglia roll will uninstall the ganglia-pylib. This package contains some Python libraries required by core SDSC Toolkit tools such as insert-ethers. Our recommendation is to not remove the Ganglia roll with rollops. 
“Add-hosts” and “rollops” tools will fail if insert-ethers is running (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Symptom: The add-hosts and rollops tools crash with Python errors if insert-ethers is already running.

Explanation:  Both the add-hosts and rollops tools execute insert-ethers --update to update the system configuration files on the front end. If an instance of insert-ethers is already running, and insert-ethers –-update is executed, then the insert-ethers –-update will fail, complaining that /var/lock/insert-ethers already exists.

Solution: Always make sure you shutdown running instances of insert-ethers before running the add-hosts or rollops tools.

Refrain from using the “rocks-mirror” tool (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and newer versions

Never use the rocks-mirror tool to update a Platform Rocks cluster. Always use the rocks-update tool include with Platform Rocks to download RPM updates. The tool will detect what type of distribution your cluster is running (either enterprise or standard edition), and use either up2date (for enterprise) or yum (for standard) to download RPM updates.
Refrain from installing/uninstalling unsupported rolls with “rollops” (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and newer versions

Do not use rollops to install or uninstall rolls that are outside the list of rolls that you can add to or remove from Platform Rocks. These rolls have not been tested, and will likely not install or uninstall properly. The list of supported rolls is documented in the Readme for Platform Rocks.
Enabling short name (alias) generation (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1 and 4.0.0-2.1

Background: 

Short names are "aliases" for hosts in the cluster. For example, a host named "compute-0-0" will have an alias of "c0-0" generated for it. There is an issue with add-hosts when adding hosts having the same appliance, rack and rank value. In such a case, the hosts will have the same short name in DNS. This causes host name resolution issues. 

For the above reason, short name generation has been disabled by default. This means any hosts added with insert-ethers or add-hosts will not have a short name.

Re-enabling short name generation: 

Short name generation can be re-enabled by making the following changes

a) Update /opt/rocks/lib/python/rocks/reports/hosts.py
Search for the line "Disable short name generation" and carry out the steps below on the lines that follow:

i. Comment the following line:

alias = None

ii. Uncomment the following lines:

#alias = node.appalias

#if None in (node.rack, node.rank):

#       # Alias require a rank otherwise they

#       # may not be unique

#       alias = None

#else:

#       name = name + '-%d-%d' % (node.rack, node.rank)

#       if alias:

#               alias = alias + '%d-%d' \

#                       % (node.rack, node.rank)
b) Update /opt/rocks/lib/python/rocks/reports/dns.py
Search for the line "Disable short name generation" and uncomment the following line:

#print '%s CNAME %s'  %  (alias, cname)

Caveats when re-enabling short name generation:
a) You cannot add hosts with the <host> tag. 

b) You cannot add hosts with the <subnet> tag and set <order-by-rack> to "no".

c) You cannot add hosts with the <subnet> tag, where more than one host has the same appliance, rack and rank value.

The user must follow the 3 rules above otherwise they will run into short name conflicts in DNS.

“HTTP error 403 – forbidden” when trying to install rpm packages during a compute node installation (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom:  The SDSC Toolkit installer displays a dialogue box with the following error “HTTP error 403 – forbidden” when trying to install RPM packages during a compute node installation.
Explanation:The sub-directories under the following “rolls” directory do not have the correct “execute” permissions:  

/export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-<version>/rocks-dist/rolls

where <version> is 3.3.0 or 4.0.0

This means that RPMs found under the above directory are inaccessible to the compute nodes, causing the “HTTP error 403 – forbidden” permission errors. 

The directories have the wrong permissions because the user hit CTRL+C while rocks-dist was running and then re-ran rocks-dist. At some point during the execution of rocks-dist, the permissions of the directories changed.
Solution: To prevent the issue from happening, do not hit CTRL+C when running rocks-dist. If it does happen, run the following:

# chmod –R +x /export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-<version>/rocks-dist/rolls

“kernel-devel” package is not installed on front end with multiple CPUs (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1

Symptom: The “kernel-devel” package is not installed on front ends with multiple CPUs, i.e. front ends running an SMP kernel. Without this package, a user cannot build kernel modules against a UP kernel on the front end.
Explanation: The SDSC Toolkit installer will install either the kernel-devel or kernel-smp-devel packages depending on what type of machine you're installing on (if it is a uni-processor machine, it installs kernel-devel, and if it is a multi-processor machine, it installs kernel-smp-devel).
Solution: Manually install the kernel-devel package on the front end:

# rpm -ivh  /export/home/install/ftp.rocksclusters.org/pub/rocks/rocks-4.0.0/rocks-dist/rolls/os/4.0.0/<arch1>/RedHat/RPMS/kernel-devel-2.6.9-11.EL.<arch2>.rpm

where <arch1> = i386, x86_64, and <arch2> = i686, x86_64

 “Unresolved symbols” messages for Topspin IB modules seen when running “depmod –a” (DELL)

Applies to: Platform Rocks 3.3.0-1.2

Symptom: When a user runs the “depmod –a” command, they will see the following unresolved symbol messages for the Topspin IB modules for RHEL3 U5:

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/hcamemtest_mod.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mlxsys.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_rhh.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_thh.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_vip.o
Explanation: According to Topspin, these warnings are harmless. The Topspin IB driver should load successfully despite the warnings.

“Unresolved symbols” messages for Topspin IB modules seen during first bootup after installation (DELL)

Applies to: Platform Rocks 3.3.0-1.2

Symptom: During the first bootup after installation, the user will see the following unresolved symbol messages for the Topspin IB modules for RHEL3 U5. This applies to both front end and compute nodes. These warnings do not appear during subsequent reboots of the node.

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/hcamemtest_mod.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mlxsys.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_rhh.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_thh.o

depmod: *** Unresolved symbols in /lib/modules/2.4.21-32.ELsmp/kernel/drivers/ib/mellanox/mod_vip.o
Explanation: According to Topspin, these warnings are harmless. The Topspin IB driver should load successfully despite the warnings.

“/etc/rc.d/rocksconfig.d/pre-10-src-install” init script suppresses depmod output (DELL)

Applies to: Platform Rocks 3.3.0-1.2

We have changed the /etc/rc.d/rocksconfig.d/pre-10-src-install init script to suppress warning messages from depmod. This means that you won’t see any “unresolved symbol” messages during bootup for problematic kernel modules. Running “depmod –a” after the machine boots up will tell you if there are any “unresolved symbol” issues.

You may see “unresolved symbol” messages for the Topspin IB modules when running “depmod –a”. See the previous section for more details.

/var/log/lastlog appears to take up 1.2 terabytes (SDSC Toolkit)

Applies to: Platform Rocks 3.3.0-1.2 and 4.0.0-1.1

The /var/log/lastlog file may appear to take up 1.2 terabytes (TB) when you do a listing on it, but it really does not take up that much space.

# ls -hal /var/log/lastlog

-r--------  1 root root 1.2T Aug 18 13:30 /var/log/lastlog

# du -sh /var/log/lastlog

52K     /var/log/lastlog

This file is what is known as a “sparse file”. For further details, see:

https://lists.dulug.duke.edu/pipermail/dulug/2005-July/016374.html
When backing up logs in /var/log, avoid backing up the /var/log/lastlog file.

Aborting the rocks-update tool while the tool is downloading RPMs might produce corrupted RPM packages (SDSC Toolkit)

Applies to: Platform Rocks 4.0.0-1.1

When the rocks-update command is downloading updated RPMs from RedHat Network (for Enterprise Edition) or CentOS Network (for Standard Edition) and the user hits CTRL-C to abort the command, some of the downloaded RPM packages may be incomplete or corrupt. When rocks-update is executed again, the tool will fail to open the downloaded packages:

Error opening package - firefox-1.0.6-1.4.1.x86_64.rpm

Note that a user may need to hit CTRL-C to abort the rocks-update command if the command hangs during package downloading due to a slow network.
To resolve this issue, the following steps need to be taken:

1. # cd /var/cache/rpm

2. For all of the packages that rocks-update cannot open, remove them from the directory above:

# rm –fr <packagename>-<version>.<arch>.rpm
3. Re-run the rocks-update tool so that the corrupted packages will be re-downloaded again. After all the updated packages have been downloaded, rocks-update will continue the usual process of installing the updated packages.

The rocks-update tool might stop part way through if many patches are downloaded over a slow network 

Applies to: Platform Rocks 4.0.0-1.1

When patches are downloaded using the rocks-update tool, the tool might stop part way through if there are many patches downloaded over a slow or congested network.

To resolve this issue, the following steps need to be taken:

1. # cd /var/cache/rpm
2. Hit CTRL-C to stop the rocks-update tool

3. Look for the last RPM package that the rocks-update tool was attempting to download when it hung.  Remove that RPM file.  

4. If you are using Platform Rocks Enterprise Edition, you will also need to remove the header file for the RPM. This file which has a “.hdr“ extension.

5. Re-run rocks-update to resume the downloading of the patches

411 does not propagate user information to the compute nodes on IA64 (SGI)

Applies to: Platform Rocks 4.0.0-1.1

When a user is created using the useradd command on the front end, the new user information is not propagated to the compute nodes by 411.  This is a known issue for SDSC Toolkit 4.0 on IA64.
To workaround the issue, you can force a 411 update on all compute nodes by running the following:
         # cluster-fork /opt/rocks/bin/411get --all

Changes to user and group account information are not automatically propagated to the cluster (SDSC Toolkit)

Applies to: All versions of Platform Rocks

Symptom: Changes to user and group account information, such as a user’s group permissions or password, do not get propagated immediately to the cluster.

Solution: To push out the updated user and group account information to all nodes in the cluster via 411, a user must run the following:

# make –C /var/411
Note that, by default, each node in the cluster will update its 411 configuration files once every hour using a cron job.  However, for changes that require immediate propagation to all nodes in the cluster, the user must execute the command above.

OpenManage (OM) processes might sometimes show high CPU utilization (DELL)

Applies to: All versions of Platform Rocks

Symptom: Clean-up scripts or other processes might remove the semaphores used by the OM processes.  In such a case, the CPU utilization of the OM processes can be as much as 30% to 50%.

Explanation: If the semaphores used by the OM processes are deleted, the processes will start spinning to look for its semaphores, thus increasing the CPU utilization of the processes.  Deletion of the semaphores used by the OM processes can occur when a user runs the /opt/mpich/gnu/sbin/cleanipcs as the super user (i.e. root).  Note that running the same cleanipcs command as a regular user will not delete the semaphores used by OM.

Solution: To fix the high CPU utilization problem, restart the OM services by running:

# srvadmin-services restart
Creating a new user might cause a kernel panic when the new user’s home directory is accessed (SDSC Toolkit)
Applies to: All versions of Platform Rocks 

Symptom: If a user account is created with the following command:

useradd –d /home/<username> -M <username>

and the user’s auto-mounted home directory in /home/<username> is accessed after the user account is created, then autofs will produce a kernel panic.

Explanation: Accessing an auto-mounted path (e.g. /home/<username>) that tries to mount itself will create a loop in autofs, causing a kernel panic.  For more details, please see:

https://lists.sdsc.edu/pipermail/npaci-rocks-discussion/2005-September/013913.html
Solution: If a user wants to specify a custom directory for a user account, then the user needs to specify a path which is not auto-mounted, such as /export/home/<username>:

useradd –d /export/home/<username> -M <username>
The rocks-update tool will report no updates for Standard Edition (SDSC Toolkit)
Applies to: All versions of Platform Rocks 

Symptom: When trying to run the Patch Management Tool using the Standard Edition, the tool reports that there are no updates available to download.
Solution: The GNU Public Key for CentOS 4.1 needs to be installed on both front end and compute nodes. Run:

# rpm --import /usr/share/rhn/RPM-GPG-KEY-centos4

# cluster-fork 'rpm --import /usr/share/rhn/RPM-GPG-KEY-centos4'
Then run rocks-update again to download updates from the CentOS Network. 
Some PE1855 compute nodes might fail to mount NFS directory or delay user login (DELL)
Applies to: All versions of Platform Rocks 
 
Symptom: When a NFS directory including autofs directories such /home is being mounted, it might take long time for a user to login to the client and the user may receive the following error “Bad UMNT RPC: RPC: Timed out” because the NFS mount command fails to mount the remote directory.
 
Explanation: On PowerEdge 1855 machines, ports 623 and 664 are reserved by design for IPMI/BMC traffic on the first NIC (eth0). Since the OS is not aware of this, it hands out available ports to the NFS mount client when communicating with the NFS server. It is possible for the OS to hand out ports 623 and 664 to NFS mount client. If this happens, the client sends the mount request, but never receives the authentication from NFS server since the communication via port 623 and 664 is filtered out and routed to the BMC. Retrying the mount command will solve the problem temporarily. 

Solution: To work around this issue, create four dummy services to allocate 623 and 664 ports (udp and tcp) on all the nodes in the cluster. With this dummy service in place, the ports appear to be in use and the NFS mount client never uses them when communicating with the NFS server. 

Use the following instructions to download a script that creates these dummy services for blocking the ports:

1. Download the script file from the following link: http://www.platform.com/Products/rocks/patches/download/login.asp
2. Extract the script:

tar -xvf port-623-664-fix.tar

3. Run the script:

./port-623-664-fix

C++ applications do not compile on compute nodes for EM64T (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1
 
Symptom: C++ applications do not compile on compute nodes for EM64T. This occurs when using either the Intel or the GNU C++ compilers. For example:

# g++ a.cpp 

In file included from a.cpp:1:

/usr/lib/gcc/x86_64-redhat-linux/3.4.3/../../../../include/c++/3.4.3/iostream:44

:28: bits/c++config.h: No such file or directory

...
Explanation: The 64-bit version of the libstdc++-devel package is not installed on EM64T hosts.

Solution: Install the libstdc++-devel package as follows:

1. Create a new XML configuration file to install the libstdc++-devel package:

# cd /home/install/site-profiles/4.0/nodes

# cp skeleton.xml extend-compute.xml

2. Inside extend-compute.xml, add the following line:

<package>libstdc++-devel</package>

3. Build a new SDSC Toolkit distribution.

# cd /home/install

# rocks-dist dist

4. Reinstall your compute nodes.

Impish from OSA’s BMC utilities conflicts with OpenIPMI  (Dell)
Applies to: Platform Rocks 4.0.0-2.1 

Symptom: When installing OSA’s impish package the /usr/bin/impish is not installed because the file is already exists.

Explanation: The OpenIPMI package provides /usr/bin/ipmish. OSA’s BMC Utilities rpm packaged with Dell OpenManage 4.5 and previous versions also provides an ipmi shell in /usr/bin/ipmish. If both rpms are installed, these two utilities will conflict.
Solution: To use OSA’s ipmish packaged with Dell OpenManage 4.5 and previous versions, uninstall the OpenIPMI package using "rpm –e OpenIPMI".
Dell PE machines hang indefinitely after the BMC countdown on bootup (Dell)
Applies to: All versions of Platform Rocks
Symptom: Dell PowerEdge machines with a Dell Utility Partition (UP) installed hang indefinitely after the BMC (Baseboard Management Console) 5-second countdown during the bootup process. They may hang with a “Missing Operating System” message. The host cannot boot into Platform Rocks. This issue can occur for a front end or a compute node.

Explanation: There are two possible explanations for the bootup to hang:

1. The boot loader that is installed in the MBR to load the Dell UP has been corrupted.

2. A bootable OS could not been found in the second partition on the disk.  The second partition is typically /dev/sda2 on a Dell PowerEdge machine.  This could occur if the user creates a custom partition on /dev/sda2 to store their data files, for example.

Solution: 

1. Solution for Explanation 1: 

There are two solutions:

Reinstall the Dell UP on your host

a. Re-install the Dell UP using the Dell OSA (OpenManage Server Assistant) disc that came with your hardware. This will remove all of the partitions on the disk, re-create the Dell UP, and install the Dell UP bootloader in the MBR.

b. If you are installing a front end, re-install it using your Platform Rocks CDs

c. If you are installing a compute node, remove the node from the front end using insert-ethers --remove and re-install the node over PXE

Remove the Dell UP completely from your host

We recommend doing this if you have no need for keeping the Dell UP.  

a. Boot into rescue mode using the Platform Rocks Base CD by typing "front end rescue"

b. Remove the /.rocks-release file from your host

c. Clear out the partition table and Dell UP

dd if=/dev/zero of=/dev/sda1 count=64000

dd if=/dev/zero of=/dev/sda count=64000

d. Reboot the machine
e. If you are installing a front end, re-install it using your Platform Rocks CDs
f. If you are installing a compute node, remove the node from the front end using insert-ethers --remove and re-install the node over PXE. 

2. Solution for Explanation 2: 

There are two solutions:

Reinstall Platform Rocks on /dev/sda2
a. Boot into rescue mode using the Platform Rocks Base CD by typing "front end rescue"

b. Use 'fdisk' to remove all of the partitions except for the Dell UP on /dev/sda1

c. Reboot the machine

d. If you are installing a front end, re-install it using your Platform Rocks CDs

e. If you are installing a compute node, remove the node from the front end using "insert-ethers --remove" and re-install the node over PXE

Remove the Dell UP completely from your host

We recommend doing this if you have no need for keeping the Dell UP.  Refer to the above solution for Explanation 1 to remove the Dell UP completely from your host.

Installing a front end from a central server and rolls from a CD (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-1.1 and newer versions
Symptom: If a user installs a front end from a central server and installs rolls from a CD, the SDSC Toolkit installer (Anaconda) will fail with the following message: 

Unable to read header list. This may be due to a missing file or bad media. Press <return> to try again

In the Alt-F3 virtual console, the following message is repeated 10 times:

HTTPError: http://127.0.0.1/mnt/cdrom/RedHat/base/hdlist occurred getting HTTP

Error 404: Not Found 

Explanation: The SDSC Toolkit installer does not handle this case properly. The rolls downloaded from the central server are deleted when the rolls on the CD are copied over. 

Solution: As a workaround, copy the rolls you want to install via CD onto the central server. After you install your front end, install those rolls from the central server.

1. Insert the roll CD and mount it as /mnt/cdrom

2. Copy the desired roll from the CD

# rocks-dist --with-roll=<roll name> copyroll 

3. Repeat with each roll that you want to copy from the CD

4. Unmount the CD.

# umount /mnt/cdrom

5. Repeat with any other roll CDs

6. Rebuild the SDSC Toolkit distribution:

# cd /home/install

# rocks-dist dist
MySQL database backup fails (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-x.x 

Symptom: The cronjob script that backs up the MySQL database fails to run. This script is /etc/cron.daily/backup-cluster-db.

Explanation: The apache user does not have the proper permissions to lock the database tables. 
Solution: As a workaround, log on to the MySQL database and run the following commands:

# grant lock tables on cluster.* to apache@localhost;

# grant lock tables on cluster.* to apache@<front_end_host_name>

GRUB: Missing space in the Reinstall section of grub.conf on compute nodes (SDSC Toolkit)
Applies to: Platform Rocks 4.0.0-2.1
Symptom: The Reinstall section of the /etc/grub.conf file in compute nodes is missing a space. “mem=496Mks” should read “mem=496M ks”

Solution: As a workaround, correct your grub-client.xml file as follows:

1. Rebuild the rocks-dist tree:

# cd /export/home/install

# rocks-dist dist

2. Copy the grub-client.xml file:

# cp /export/home/install/rocks-dist/lan/x86_64/build/nodes/grub-client.xml /export/home/install/site-profiles/4.1.1/nodes

3. Edit the grub-client.xml file and change 

args = "ks selinux=0"

to

args = " ks selinux=0"

4. Rebuild the rocks-dist tree:

# cd /export/home/install

# rocks-dist dist

5. Re-install your compute nodes

Duplicate IP addresses appear in system configuration files when running insert-ethers (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: When running insert-ethers --staticip, you may see duplicate IP addresses appearing in various system configuration files. This may occur if you run insert-ethers in a cluster with no hosts in the following manner:

1. You run insert-ethers --staticip and select OK without typing an address. The installing host will be assigned an IP address depending on your front end. For example, if your front end IP address is 10.1.1.1 and your netmask is 255.0.0.0, your front end will be assigned an IP address of 10.255.255.254.

2. If you run insert-ethers without the --staticip option to install another host, this host will also be assigned the same IP as above, for example, 10.255.255.254.

Explanation: When you run insert-ethers --staticip, you  are prompted to enter an IP address while a compute node asks for a DHCP address during the PXE booting process. If you select OK without specifying an IP address, the empty IP address is accepted, and insert-ethers adds an empty IP address for the host into the SDSC Toolkit MySQL database.

Hosts with an empty address are assigned an IP address based on the SDSC Toolkit convention of selecting addresses from the upper end of the IP address space, in descending order.  For example, if your private network is 10.1.1.1 and netmask is 255.0.0.0.  The address of the host without an IP address will be 10.255.255.254. Note that this IP address is not stored in the database.

When you run insert-ethers again without the --staticip option, insert-ethers will also assign the second installing host an IP address of 10.255.255.254. The insert-ethers command auto-assigns IP addresses by determining the next unused IP address in the subnet (in descending order).  Since there are no other hosts with a valid IP address in the database, it chooses 10.255.255.254.

Solution: Always provide an IP address when you run insert-ethers with the --staticip argument.

rsh login requires a manual password entry on host names starting with a  number (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: If you try to log in using rsh to a node with a host name that starts with a number, you are prompted for a password even if you configured the .rhosts file to enable a no-password login. 

Solution: Ensure that all nodes in your cluster that will use rsh have host names that do not start with a number.  Ensure that the users .rhosts files have permissions of 600 (rw-------).

ssh connection from one compute node to another is slow (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: ssh from one compute node to another is slow in establishing a connection.

To test if this is the cause, perform the following:

1. Log in to a compute node and establish an ssh connection with another compute node using its host name:

# ssh another_compute_node_hostname
Take note of the time required.

2. Log out of the other compute node and try to establish a connection using its IP address:

# ssh another_compute_node_ipaddress
If the result is dramatically faster, the problem is with name resolution.

Explanation: The cluster may be trying to use a non-existent domain or DNS server.

To verify this problem is with name resolution edit the /etc/resolv.conf file on a compute node. Change the search line to only include the private domain.

Establish an ssh connection to another compute node. It should respond faster. 
Solution: Fix this problem using any one of the following:

· Update the front end’s /etc/resolv.conf file to use a real DNS server.

· Update the database and set the PublicDNSDomain in the app_globals table to be blank.  Remove the Kickstart cache by removing the file(s):  /home/install/sbin/cache/ks.cache.*.   Then reinstall the compute nodes.

· As a temporary fix, change the search parameter in the /etc/resolv.conf of all the compute nodes.

Jobs using Intel MPI implementation failed to run (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: Jobs using the Intel MPI implementation failed to run.

Explanation: By default, the Intel MPI uses rsh to communicate between nodes.
Solution: If you did not configure rsh, you need to explicitly pass the --rsh=ssh command to manually use ssh. For example,

# mpdboot --rsh=ssh -n 6 -f mpd.hosts 

# mpirun --rsh=ssh -n 6 benchmarks/hpl/bin/GBE-intel-mpi/xhpl

LAM MPI jobs failed to run across nodes when some have GM cards (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: LAM MPI jobs failed to run across nodes where some have GM cards and others do not.

Explanation: By default, LAM MPI selects the interconnect with the lowest latency. Therefore, when running a job across nodes with GM and without GM, the run fails.
Solution: You need to force the job to run on TCP only by running mpirun with the following parameters:

# mpirun “-ssi rpi tcp”

Kernel panic when using the serial console (Platform OCS)
Applies to: Platform OCS 4.1.1-1.0
Symptom: The kernel may panic when using the serial console.

Explanation: This is a known bug in RHEL4 U3 and is not due to the serial console. The bug may be viewed at the following link: https://bugzilla.redhat.com/bugzilla/show_bug.cgi?id=184523.
Solution: Reboot and try again, or obtain the patch from RedHat.
MPI application still uses ssh from the compute node after enabling rsh (SDSC Toolkit)
Applies to: All versions of Platform Rocks
Symptom: After enabling rsh for mpich, if the job is launched using the -nolocal option with mpirun, it still tries to use ssh to connect from the first compute node in the machines file. If the sshd service is turned off on the compute nodes, it will give a “connection refused” error even though rsh is enabled.

Explanation: If the -nolocal option is used with mpirun, it uses rsh (or ssh) from the node where it is launched to the first node in the hosts file. But from the first node, it will always use ssh to connect to other hosts. This is the default behaviour of mpich and not dependent on the contents of the mpirun and mpirun.ch_p4.args files on the node.

If the -nolocal option is not used, mpirun does an rsh to localhost and from there it again connects through rsh to the other hosts. 

Solution: If rsh has to be used to connect from the first compute node to the others, the -nolocal option should not be used with mpirun. 

Cannot start OpenManage services on nodes using cluster-fork (DELL)
Applies to: All versions of Platform Rocks
Symptom: When “cluster-fork ‘/opt/omsa/linux/supportscripts/srvadmin-services.sh start’ “ is used to start Dell OpenManage services on the cluster nodes, the command executes only on the first node and never exits.

Solution: Use an ‘&’ to run the process in the background:

cluster-fork ‘/opt/omsa/linux/supportscripts/srvadmin-services.sh start &’

“Cannot remove lock:unlink failed:No such file or directory” error message with shoot-node (Rock™)
Applies to: All versions of Platform Rocks
Symptom: Shoot-node gives an error message “Cannot remove lock:unlink failed:No such file or directory”, but the node does proceed to reinstall.

Explanation:  This error is benign. When shoot-node executes on a compute node, it needs to remove the lock file: /var/lock/subsys/rocks-grub. If the compute node does not have this file, shoot-node will report the above error. This file is removed when the rocks-grub service is stopped and hence the error message.

Solution: No action necessary.

Kernel panic after removing the dkms mptlinux driver (DELL)
Applies to: Platform OCS 4.1.1-1.0
Symptom: Kernel panic seen after removing the dkms mptlinux driver (with rpm –e).

Explanation: Removal of the dkms mptlinux driver is not supported

Solution: To upgrade this driver, install the new driver immediately after the removing the original version without rebooting the node between the two operations.

GM messages are not seen on the console (SDSC Toolkit)
Applies to: All versions of Platform Rocks

Symptom: GM build messages are not seen on the console on first boot.
Explanation: When serial console redirection is enabled, and the GM roll is installed, the main console will not show the building process messages since these messages will be redirected to the serial console. 
Platform Lava Tips

Lava does not show that a host was removed (LAVA)

Applies to: All versions of Platform Rocks

After removing a compute node from your Platform Rocks cluster, the bhosts or lsload commands indicate that the Platform Lava daemons are still running on the host. This occurs after you run the following command: 

# insert-ethers --remove hostname

Solution: Restart the daemons on the master Lava host by running the following command: 

# /etc/init.d/lava stop

# /etc/init.d/lava start

Lava does not show that a host was disconnected (LAVA)

Applies to: All versions of Platform Rocks

After physically disconnecting a compute node from your Platform Rocks cluster, the bhosts or lsload commands show that the host is UNKNOWN. 

Solution: Restart the daemons on the master Lava host by running the following commands: 

# /etc/init.d/lava stop

# /etc/init.d/lava start

After shutting down the front end node, the compute node seems to hang when rebooting  (LAVA)

Applies to: All versions of Platform Rocks up to 4.0.0-2.1

If you shut down the front end node, and then restart the compute nodes, the compute nodes seem to hang while Lava tries to start. 

Explanation: The compute node does not hang. It is searching for the master Lava server. After the timeout interval expires, the nodes boot up properly without the Lava service.

Solution: Restart the front end node as soon as possible. The compute nodes will reboot normally. 

Myrinet mpirun can indicate false success to Lava (LAVA)
Applies to: All versions of Platform Rocks

 
The Myrinet version of mpirun can falsely indicate that an mpi job succeeds when it actually fails. If a Myrinet mpi job is submitted to Lava using the Lava bsub command:
 
    bsub "/opt/mpich/myrinet/gnu/bin/mpirun -np 2 -machinefile machines /opt/hpl/myrinet/gnu/bin/xhpl"
 
The exit status of the mpirun job can indicate success, when the job actually failed. The Lava bhist command will indicate that the job successfully completed, when it failed.
Explanation: According to the mpirun manpage, the mpirun command always returns zero when all MPI processes are started correctly, ignoring the exit code of a program. The mpirun command returns a non-zero value if the MPI processes have failed.

Compute node with PVFS cannot be added to a Lava cluster. (LAVA)
Applies to: All versions of Platform Rocks

 
A compute node with PVFS cannot be added to a Lava cluster when the same system was previously a member of the Lava cluster as any other type of node, then removed from the cluster.
 
For example, if you perform the following sequence of actions:
 
    1. Install a front end node with the lava roll
    2. Install a PVFS i/o node using PXE
    3. Remove the PVFS i/o node and re-install it as compute node with PVFS
 
Solution: Restart the lava daemons on the front end node: 
 
    # /etc/init.d/lava stop
    # /etc/init.d/lava start
 
This will remove the old node from the cluster and add the new node.

Compute nodes cannot be added to queues in Lava (LAVA)
Applies to: All versions of Platform Rocks

When defining a queue on the front end node in the Lava lsb.queues file:
 
    /opt/lava/conf/lsbatch/lava/configdir/lsb.queues

 
the user cannot add compute nodes to the list of hosts comprising the queue:
 
     HOSTS=compute-0-0 compute-0-1

 
without defining the hosts in the Lava lsf.cluster file:
 
    /opt/lava/conf/lsf.cluster.lava

 
If you forget to define the hosts in the lsf.cluster file, an error will be generated when you reconfigure the batch subsystem:
 
    # badmin reconfig

    Checking configuration files ...

    There are warning errors.

Lava jobs cannot run with pseudo-terminal (LAVA)
Applies to: All versions of Platform Rocks

When a user submits a Lava job over a pseudo-terminal, the job will fail. For example, if the user tries to launch a pseudo-terminal for vi using Lava with the following command, then bsub will just exit without creating a pseudo-terminal for vi:

bsub -Is vi abc

Our recommendation is to not run Lava jobs with pseudo-terminals.
Compute node with PVFS2 cannot be added to a Lava cluster (LAVA)
Applies to: All versions of Platform Rocks

 
By default PVFS2 meta server nodes will disable Lava. The PVFS2 meta server appliance is intended for PVFS2 Meta and Data servers only. Both Lava and SGE6 will be disabled on these nodes. The compute node appliance type should be used instead. It has all the components necessary to run the node as a lava compute node and a PVFS2 Meta or Data server. To re-enable lava on the PVFS2 node run the following: 
    # chkconfig –add lava
    # /etc/init.d/lava start
 
Lava should start on the PVFS2 node and the node should be added to the Lava cluster automatically.

 “Connection refused” error message with the Lava Web GUI (LAVA)
Applies to: All versions of Platform Rocks

Symptom: Access to the Lava Web GUI gives an error message “Connection was refused when attempting to contact <hostname>:8080” although the lava command line interface is working properly.
Explanation: There is a separate service “lavagui” used specifically to start the Lava GUI.

Solution: Start the “lavagui” service also apart from the “lava” service. Both these services have to be on for the Lava Web GUI to function properly.

Debugging Platform Lava

Finding the Lava error logs (LAVA)

Applies to: All versions of Platform Rocks

Front end node

On the front end node, Lava logs error messages in the Lava log directory (LSF_LOGDIR).

For Lava server daemons to log to LSF_LOGDIR, make sure that:

· The primary Lava administrator owns LSF_LOGDIR

· root can write to LSF_LOGDIR

If the above two conditions are not met, Lava logs the error messages in /tmp.

Lava logs error messages to the following files:

· lim.log.hostname
· res.log.hostname
· pim.log.hostname
· mbatchd.log.masterhostname
· mbschd.log.hostname
· sbatchd.log.hostname
Compute hosts

On the compute hosts, Lava logs errors in the /tmp directory.

Finding Lava errors on the command line (LAVA)

Applies to: All versions of Platform Rocks

· Execute lsadmin ckconfig –v to display Lava errors.

· Execute ps –ef to see if the Lava daemons lim, sbatchd, and res are running on all nodes. On the front end host, also check to see if mbatchd is running. It is spawned by sbatchd.

Troubleshooting jobs with Lava commands (LAVA)

Applies to: All versions of Platform Rocks

· Run bjobs -p to check the reason(s) why jobs are pending

· Run bjobs -l to check if any limit has been specified on the job submission

· Run bhosts -l to check the load thresholds on the hosts

· Run lsload -E to check the effective run queue lengths on the hosts

· Run bqueues –l to check the queue thresholds, host limits, and user limits.

Troubleshooting lim (LAVA)

Applies to: All versions of Platform Rocks

If lsload reports that lim is down or not responding:

· Check that the host is defined in /opt/lava/conf/lsf.cluster.lava on the master Lava host. The host must be listed in the HOSTNAME column of the Host section.

· Make sure that the Lava environment is configured properly. Use cshrc.lsf or profile.lsf to set the environment based on the user’s choice of command shell. 

Note: When you install your Lava roll, the Lava environment is configured automatically.
Email fails to send and several error messages accumulate in /var/log/messages (LAVA)
Applies to: All versions of Platform Rocks
Symptom: Emails may fail to send and several error messages accumulate in /var/log/messages. The cluster continues to submit jobs to Lava on the front end. Some of the error messages may include the following text:

(delivery temporarily suspended: Host or domain name not found. Name service error for name=host_name type=type: Host not found, try again)

Solution: As a workaround, change the LSF configuration in the SDSC Toolkit environment by making adding the following lines to the lsf.conf file:

LSF_STRIP_DOMAIN=.local

LSB_MAILSERVER=SMTP:front end

This enables LSF to understand short names for hosts, and to send emails to the user when a job is finished (DONE or EXIT).

Unable to launch parallel jobs using LAM MPI (LAVA)
Applies to: All versions of Platform Rocks
Symptom: Unable to launch parallel jobs using LAM MPI when the number of processes increases (approximately 32). 

Explanation: lamboot is failing to ssh to the nodes in a timely manner.  The issue

can be further traced to name resolution in ssh. The cluster may be trying to use a non-existent

domain or DNS server.  

To test if the issue exists:

1. Connect to a compute node and try to ssh to another compute node.

Take note of the time required.

2. Log out of the other compute node and try to ssh to the IP address of another compute node.

If the result is dramatically faster, the issue exists.

3. To verify the problem is with name resolution, edit the /etc/resolv.conf file on a compute node. Change the search line to only include the private domain.

4. ssh to another compute node.  It should respond faster. 
Solution: Fix this problem using any one of the following:

· Update the front end’s /etc/resolv.conf file to use a real DNS server.

· Update the database and set the PublicDNSDomain in the app_globals table to be blank.  Remove the kickstart cache files /home/install/sbin/cache/ks.cache*  and then reinstall the compute nodes.

· As a temporary fix, change the search parameter in the /etc/resolv.conf of all the compute nodes.

Running MPI jobs with Lava without the wrapper fails (LAVA)
Applies to: All versions of Platform Rocks
Symptom: Running MPI jobs with Lava without the wrapper will fail if a machine file is not provided.

Solution: You need to either use the wrapper script provided for MPICH P4 or LAM MPI, or specify a machine file to use with mpirun.
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